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John Canning, Gerhard Dabringer: 
Ethical Challenges of Unmanned Systems 
Introduction 

The word “robot” has been in public use since the Czech writer Karel 
Čapek introduced it in his play R.U.R. (Rossum’s Universal Robots), pub-
lished in 19201. Karel claims that his brother, Josef Čapek , actually coined 
the word, stemming from the Czech word “robota” refering to work, labor or 
serf labor, and figuratively "drudgery" or "hard work.”2 In the play, these 
were creatures that could be mistaken for humans, and seemed happy to 
serve. The issue in Karel’s play was whether the robots were being ex-
ploited. Thus was born, not only the term “robot,” but also the first ethical 
question involving them. It should come as no surprise, then, that questions 
involving the ethics of using robots have not gone away. 

For many years the public’s frame of reference for robotic ethics were ta-
ken from Isaac Asimov’s Three Laws of Robotics, which he penned in 1942 
in his science fiction short story “Runaround.3” (Asimov later added the less 
well-known Zeroth Law to this collection as well.4) But this was all from 
science fiction, since there were no real robots, and thus no real robotic 
ethics. Today, we stand on the threshold of the emergence of real robots, 
although not as Karel Čapek first envisioned them. So it is time to consider 
the real ethical (and legal) issues that come with them. 

The Spread of Robotics 

Today, we see the widespread commercial sale and use of such products 
as the iRobot Roomba and Scooba carpet and floor cleaners5, with other 
products coming, but more importantly to our discussions in the military 
arena, we have such items as the HELLFIRE missile-armed Predator and 

                                                      
1 An English translation of the book under the Creative Commons Licence is available: 
http://ebooks.adelaide.edu.au/c/capek/karel/rur/complete.html. 
2 Lidové Noviny, 24.12.1933, translation at: http://capek.misto.cz/english/robot.html. 
3 Published in: Isaac Asimov, I, Robot, New York, 1950. 
4 Isaac Asimov, Robots and Empire, New York 1985. 
5 According to iRobot, the manufacturer of Roomba, more than 2 million units have been sold 
worldwide until 2008 (http://www.irobot.com/sp.cfm?pageid=74). 
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Reaper Unmanned Air Systems (UAS). While the commercial products can 
make your life easier, the military ones could end your life! 

Since 1994, when the U.S. Department of Defence commissioned the pro-
duction of ten Predators of which the first ones were deployed in Bosnia in 
July 19956, the number of UAS has risen steadily. In total there are over 
seven thousand UAS in service in the U.S. Armed Forces in 2010 as op-
posed to 167 in 2001.7  

The spread of robotic systems is not merely a military phenomenon but 
constitutes a trend of the society as a whole. According to the Statistical 
Department of the International Federation of Robotics, in 2007 6.5 million 
robots were in use worldwide with 18 million predicted for 20118, ranging 
from industrial robots to service and entertainment robots. Industrial robots, 
numbering approximately 1 million9 as of today, have been growing steadily 
at about 100.000 per year.10 In contrast, service robots for professional 
use, such as military robots, but also entertainment robots, are seen as the 
field where most of the growth will be located in the near future. 11 

The history of the use of UAS by the military goes back as far as the 19th 
century, with the Austrian Army under Franz von Uchatius using unmanned 
balloon bombs in 1849 in the siege of Venice. Similar concepts had also 
been developed in the American Civil War, though they were not deployed. 
12 The development has been driven on by Nikola Tesla, Archibald Low and 
many others to the point that over the period of the Second World War that 
U.S. Forces had produced almost 1.000 units of the Radioplane OQ-2A 
UAV model alone.13  

                                                      
6 http://www.af.mil/information/transcripts/story.asp?storyID=123006556 and Statement of 
John F. Tierney, Chairman, Subcommittee on National Security and Foreign Affairs, Commit-
tee on Oversight and Government Reform, U.S. House of Representatives: Hearing on “Rise 
of the Drones: Unmanned Systems and the Future of War 
”http://www.oversight.house.gov/images/stories/subcommittees/NS_Subcommittee/3.23.10_Dr
ones/3-23-10_JFT_Opening_Statement_FINAL_for_Delivery.pdf. 
7 http://www.nytimes.com/2009/03/17/business/17uav.html?_r=1&hp. 
8 http://www.worldrobotics.org/downloads/2008_Pressinfo_english.pdf. 
9 http://www.ifrstat.org/downloads/2009_First_News_of_Worldrobotics.pdf. 
10 In 2007 118.000 additional units have been produced. 
(http://www.ifrstat.org/downloads/Pressinfo_11_Jun_2008_deutsch.pdf). 
11 Growth rate from 33% in the sector of service robots 
(http://www.ifrstat.org/downloads/2009_First_News_of_Worldrobotics.pdf). 
12 http://www.ctie.monash.edu.au/hargrave/rpav_home.html.  
13 http://www.nationalmuseum.af.mil/factsheets/factsheet.asp?id=486. 
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Unmanned Systems and the Military 

Why is it, that a technology that has been used by the military for decades, 
should now revolutionize warfare itself? There are a number of aspects, 
which are to be considered. 

Firstly, war spurs the development of militarily relevant technology. This 
has been true for centuries, and remains so today. Looking at the ongo-
ing Operation Iraqi Freedom, and the widespread adoption of Explosive 
Ordnance Disposal (EOD) robots, we see them dealing with the emer-
gence of the Improvised Explosive Device threat. At the start of the con-
flict, there were virtually none of these systems in use. Today, they 
number in the thousands, and the EOD technicians know that every 
mangled robot that comes into the repair facilities represents at least 
one life saved. 14 

If we shift our view to Operation Enduring Freedom in Afghanistan, and 
neighboring Pakistan, we see the same sort of thing with the increased use 
of surveillance, and armed Predators, and now the armed Reapers. The 
US administration would not have moved in these directions if there wasn’t 
a clear benefit in doing so, and the pressure to add more systems to inven-
tory show that the demand for this benefit hasn’t been met.  

What should we draw from this? First, it is obvious that these systems are 
saving lives. Second, it is clear that the “persistent stare” that these sys-
tems provide, coupled with weapons, is providing increased knowledge of 
the battlespace, and the ability to strike time-critical targets. Thirdly, there is 
no reason to believe that the push to develop more capable systems will 
drop off anytime soon, since these conflicts are continuing. 

This brings us to the consideration of how future war may be conducted, 
and possibly in the not-too-distant future at that: Today’s unmanned sys-
tems are not what most people think of as really being robots. For the most 
part, they operate with “man-in-the-loop remotely” control. This is particu-
larly true for the use of weapons by one of these systems. We can expect 
to see a push to develop higher-level autonomy for operations by these 
machines to include the autonomous use of weapons. 

                                                      
14 E.g. Noah Shachtman, The Baghdad Bomb Squad in: Wired Magazine (2005) 
 (http://www.wired.com/wired/archive/13.11/bomb.html?pg=3&topic=bomb). 
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Secondly, the developments in engineering, sensor technology and espe-
cially computer systems and information technology, have made it possible 
to increasingly exploit the potential of unmanned systems. Even if the Re-
volution in Military Affairs (RMA) has not proven to be as effective as pre-
dicted, the concept of network-centric warfare did lay a foundation for the 
use of unmanned systems (and in this case especially for the use of UAS in 
surveillance and intelligence gathering).  

Another aspect to be considered is the impact of unmanned systems on the 
strained budgets of the militaries throughout the world. It has been argued, 
that with unmanned systems, fewer soldiers will be needed to cover the 
growing areas of the current battlefields of counterinsurgency operations15. 
In addition, at least in the field of UAS, where unmanned systems can fulfill 
most of the roles of manned aircraft, they have proven to be generally 
cheaper in production and deployment than manned systems. On the other 
hand, it has also been noted, that the benefits of new possibilities like “per-
sistent stare”, result in more workload and require more personnel to main-
tain and operate these systems.16 

Today’s armed unmanned systems place an expensive machine be-
tween the soldier and his weapon. For small numbers of machines, this 
may not be much of an issue, but for large numbers of machines, this 
increases the cost of conducting warfare substantially.17 The push is on 
to move from a “one operator, one machine” model of operations to a 
“one operator, many machines” model of operations in order to reduce 
the total cost of ownership by decreasing the cost of manpower nee-
ded,18 as typically, the largest life-cycle cost item for a system is per-
sonnel. 

One of the main aspects of change will be constituted by the impact of 
autonomous potential of military unmanned systems on warfare, something 

                                                      
15 A Look at the Future Combat Systems (Brigade Combat Team) Program. An Interview With 
MG Charles A. Cartwright in: Army AL&T Magazine 2/2008. 
16 John Canning, A Definitive Work on Factors Impacting the Arming of Unmanned Vehicles, 
NSWCDD/TR-0/36, 2005, p.13. 
17 John Canning, A Definitive Work on Factors Impacting the Arming of Unmanned Vehicles, 
NSWCDD/TR-0/36, 2005, p.14. 
18 E.g. the development of a Multi-Robot Operator Control Unit for Unmanned Systems 
(http://www.spawar.navy.mil/robots/pubs/DefenseTechBriefs%20-
%20MOCU%202008%2008%2001.pdf. 
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which, in its implementation, is yet difficult to predict19. The same applies to 
the role of autonomous robots in the human society as a whole, as Bill 
Gates has compared the present situation of the robotics industry with the 
situation of the computer industry in the 1970s.20 Although, with the political 
agenda as it is, it can be considered as a certainty, that these systems will 
have a profound impact on the future of warfare and the role of the war-
fighter himself.21 

Legal Aspects 

First, let us stipulate that we are not talking about either ethical or legal as-
pects associated with any other area than with weaponization of robots. 
There are others that are looking at things such as safety of flight for UAS in 
the US National Airspace System, and associated legal concerns. Nor will we 
concern ourselves with issues such as the Collision-avoidance Regulations 
(COLREGS), known as the “rules of the road” for international sea-based 
navigation. We will not comment beyond weaponization aspects. 

What are the legal aspects and challenges of the development and de-
ployment of weaponized unmanned systems by the military? What is their 
impact on warfare and how could the use of military unmanned systems be 
regulated? 

The first amended Protocol relating to the Protection of Victims of Interna-
tional Armed Conflicts from the 8th of June 1977 to the Geneva Convention 
from the 12th of August 1949 relative to the Protection of Civilian Persons in 
Time of War states under Article 36, that “in the study, development, acquisi-
tion or adoption of a new weapon, means or method of warfare, a High Con-
tracting Party is under an obligation to determine whether its employment 

                                                      
19 E.g. : „Dramatic progress in supposrting technologies suggests that unprecendented, 
perhaps unimagined, degrees of autonomy can be introduced into current and future military 
systems. This could presage dramatic changes in military capability and force composition 
comparable to the introduction of ‚Net-Centricity’.“ Task Force (29.03.2010): Role of Autonomy 
in Department of Defense (DOD) Systems, The Under Secretary of Defense, Acquisition, 
Technology and Logistics: Memorandum for Chairman, Defense Science Board, 
http://www.acq.osd.mil/dsb/tors/TOR-2010-03-29-Autonomy_in_DoD_Systems.pdf. 
20 Bill Gates, Scientific American, 1/2007 (http://www.scientificamerican.com/article.cfm?id=a-
robot-in-every-home). 
21 In his campaign, President Obama has identified unmanned systems as one of the five 
important military systems. Also the budget in this area has – unlike in many other areas of 
military spending – not been cut but increased. Peter W. Singer, Interview vom 5.8.2009 
(http://www.irf.ac.at/index.php?option=com_content&task=view&id=293&Itemid=1). 
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would, in some or all circumstances, be prohibited by this Protocol or by any 
other rule of international law”.22 

On an international level, at the present time, there are no comprehensive 
treaties regarding the use and development of unmanned systems23, 
though on a national level the use and development is regulated by the 
appropriate rules of law. In the United States, for example, the Armed 
Forces have to ensure the accordance of a new weapon system with inter-
national treaties, national law and with the humanitarian and customary 
international law. To ensure this, a new weapon system has to be approved 
in an evaluation process by the Judge Advocate General's Corps, the legal 
branch of the U.S. Armed Forces.24  

In addition all branches of the Armed Forces have separate regulations, which 
specify the details of the evaluation process. A typical evaluation process 
would include the military necessity for the weapon; the ability of the weapon to 
distinguish lawful targets from protected persons and objects (i.e. discrimina-
tion); whether the damage caused by the weapon causes unnecessary suffer-
ing; treaties that may prohibit the acquisition and employment of the weapon, 
and domestic law. In addition the deployment and use of the weapon system 
would be governed by the current Rules of Engagement.25 

It is the ability to discriminate between a lawful and unlawful target that drives 
most of the ethics concerns for armed robots, although the consideration for 
causing unnecessary suffering is not far behind. The latter is referred-to as a 
“collateral damage” issue, while the former is a “targeting” issue.26 

                                                      
22 http://www.icrc.org/ihl.nsf/FULL/470?OpenDocument; It has to be noted, that this article 
refers to the use and development of weapons, but not their possession, as the protocol solely 
regulates international armed conflict. See: International Committee of the Red Cross, Com-
mentary on the Additional Protocols of 8 June 1977 to the Geneva Conventions of 12 August 
1949, Geneva 1987, 1471. (http://www.icrc.org/ihl.nsf/COM/470-750046?OpenDocument); 
regarding peacekeeping and International Humanitarian Law see e.g.: Ray Murphy, United 
Nations Military Operations and International Humanitarian Law: What Rules Apply to Peace-
keepers? In: Criminal Law Forum, Volume 14, Number 2 / Juni 2003, p. 153-194. 
23 Except for the the Missile Technology Control Regime (originated 1987), an informal and 
voluntary association of countries (34 in 2009)which share the goals of non-proliferation of 
unmanned delivery systems capable of delivering weapons of mass destruction.  
24 The necessity for this evaluation process is laid down in the Department of Defence Instruc-
tion 5000.1, E.1.15. (http://www.dtic.mil/whs/directives/corres/pdf/500001p.pdf).  
25 John S. Canning, Legal vs. Policy Issues for Armed Unmanned Systems, 2008: 
http://www.unsysinst.org/forum/download.php?id=51). 
26 Concerning the issue of „targeted killing“ see Armin Krishnan, Killer Robots. Legailty and 
Ethicality of Autonomous Weapons, Farnham/Burlington 2009, p. 100-103. 
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These issues are considered separately during the “legal weapons review,” 
prior to full-scale production and use, and for its actual use on the battle-
field. It is noted though that any “legal weapon” could be used in an illegal 
manner. The use of weapons on the battlefield is therefore addressed by 
the “Rules Of Engagement”.  

The complexity and various dimensions of legal regulations concerning the 
use of weapon systems can be observed in the discussion of the use of 
weaponized UAVs by the United States in Pakistan. This topic, discussed 
intensely by the international community27, has also been addressed by the 
Subcommittee on National Security and Foreign Affairs of the House of 
Representatives in two prominent hearings28.  

Robots and Humans – Changes in Warfare  

Robots have no life to lose. There, in a nutshell, is the primary change 
in conducting warfare by using robots. Humans, however, are still mor-
tal, and can be killed. Robots also know no suffering. This, too, is a pri-
mary change in conducting warfare by using robots. Robots can be 
damaged or destroyed, however. If damaged, they can be fixed. If de-
stroyed, they can be replaced. If a human is killed, he (or she) is gone 
forever. If they are injured, it could be with irreparable damage such as 
losing a limb, and the quality of their remaining lives reduced as a re-
sult. 

One of the less expected effects of the use of unmanned ground vehicles 
(UGVs) was the emotional link that human operators began to establish 
to the systems they teleoperated. This emotional bond between robots 
and humans has also shown the potential to endanger soldiers on the 
battlefield. There have been reports, that soldiers are taking excessive 
risks to retrieve unmanned systems under enemy fire to save them from 

                                                      
27 See e.g.: Nils Melzer, Targetted Killing in International Law, Oxford/ New York 2008. and the 
Report of the Report of the Special Rapporteur on extrajudicial, summary or arbitrary executi-
ons, Philip Alston, 
http://www2.ohchr.org/english/bodies/hrcouncil/docs/14session/A.HRC.14.24.pdf. 
28 „Rise of the Drones: Unmanned Systems and the Future of War“: 
http://www.oversight.house.gov/index.php?option=com_jcalpro&Itemid=19&extmode=view&ex
tid=136 and „The Rise of the Drones II: Examining the Legality of Unmanned Targeting“: 
http://www.oversight.house.gov/index.php?option=com_content&view=article&id=4903:hearin
g-on-the-rise-of-the-drones-ii-examining-the-legality-of-unmanned-
targeting&catid=72:hearings&Itemid=30.  
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destruction.29 This coincides with naming repair-shops for unmanned 
systems “robot hospitals”30, the practice of operators to name and relate 
to their equipment similar as they would do with pets. 31 Recent studies 
suggest that with advanced artificial intelligence and robotics this phe-
nomenon will be something that the human society will have to reckon 
with in all aspects of human-robot interaction.32  

Another aspect normally not associated with ethical challenges of un-
manned systems, is the change of the self-image of the warfighter and 
the role of the soldier operating unmanned vehicles through long dis-
tances. While living in the U.S., UAS operators fly their missions in Iraq 
and Afghanistan and return to their homes afterwards just as with a nor-
mal day at office. It has been argued, that this can be psychologically 
problematic for the UAS operators not only because of the dual experi-
ence of being at home and being at war at the same time but also be-
cause due to the kind of deployment they also experience a change in 
camaraderie. UAS Operators are said to experience combat stress on 
similar levels as soldiers deployed in Iraq but lack the possibility to share 
these experiences with other members of their unit and therefore do not 
as a unit have a rest and recovery period to cope with these experi-
ences.33 However, recent reports from the USAF indicate, that though it is 
yet not fully clear how these factors will influence the psyche and also the 
relationships of soldiers experiencing this in a way paradox variant of 
warfare, the impact might be a lot less substantial than generally as-
sumed.34 

                                                      
29 Peter W. Singer, Interview vom 5.8.2009 
(http://www.irf.ac.at/index.php?option=com_content&task=view&id=293&Itemid=1). 
30 http://www.army-guide.com/eng/article/article_1050.html. 
31 E.g. the packbot named “Scooby-Doo” (http://news.cnet.com/2300-11386_3-10000731-
6.html?tag=mncol). There have also been accounts that soldiers did not want a damaged 
robot to be merely replaced but they wanted this individual robot repaired. Peter W. Singer, 
Interview vom 5.8.2009 
(http://www.irf.ac.at/index.php?option=com_content&task=view&id=293&Itemid=1). Peter W. 
Singer also reports an incident, where a Commander, after a UGVs was destroyed, writes a 
condolence letter to the manufacturer. Peter W. Singer, Wired for War. The Robotics Revolu-
tion and Conflict in the Twenty-first Century, New York 2009, 20-21.  
32 Fumihide Tanaka, Aaron Cicourel, Javier R. Movellan, Socialization between toddlers and 
robots at an early childhood education center, 2007, 
http://www.pnas.org/content/104/46/17954.full. 
33 Peter W. Singer, Interview vom 5.8.2009 
(http://www.irf.ac.at/index.php?option=com_content&task=view&id=293&Itemid=1). 
34 AUVSI Unmanned Systems North America 2009, Panel: Ethics in Armed Unmanned Sys-
tems in Combat, Washington DC, 12.8.2009. 
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Two Ways of approaching the Ethical Challenge  

The Ethical Governor 

Dr. Ronald C. Arkin, from the Georgia Institute of Technology, has pro-
posed the concept of what amounts to an ethical governor for armed un-
manned systems.35 Basically, this is an AI “ethics module” that would dis-
passionately process the existing Rules Of Engagement and make more 
ethical decisions regarding engagements than a human soldier could. An 
autonomous, armed machine so-equipped would then proceed to use lethal 
force against an enemy target, including the possible direct targeting of 
human enemy combatants, while at the same time avoiding the targeting 
and killing of non-combatants, or the engaging of other illegal targets. While 
potentially a more ethical approach to warfare than what exists today, there 
are two issues with this approach: (1) the bug-free development of the eth-
ics module itself; and (2) the fact that this would have a machine autono-
mously targeting and killing people. 

Regarding the bug-free development of the ethics module: 

There is an entire industry today built around the concept of “software 
maintenance.” Basically, this is the fixing of software problems that become 
apparent after an item has been delivered to the field for use. Most profes-
sional software developers would state that the probability of delivering a 
completely bug-free product, in something as complex as an ethics module, 
the first time around would have to be near zero – even with extensive test-
ing beforehand. The unanswered question is “How long would it be before 
all the bugs are worked-out?” There may be no way of answering this ques-
tion since how would you know if you had actually eliminated the last bug? 

Regarding having a machine that can autonomously target and kill 
people: 

Based on conversations with lawyers from the U.S. Navy’s JAG Office in 
the Pentagon, and with the U.S. Office of the Secretary of Defense’s Office 
of General Counsel36, it is unlikely that such a system would be allowed to 
pass a legal weapons review, simply because of the fact that it would be 

                                                      
35 http://www.cc.gatech.edu/ai/robot-lab/online-publications/formalizationv35.pdf. 
36 John Canning, „You’ve Just Been Disarmed. Have a Nice Day!“ in: IEEE p.15. 
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targeting a human. The issue is, particularly on today’s battlefield, how do 
you tell an insurgent from an innocent civilian (“target discrimination”)? 
They are both dressed the same and look alike. This is a tough problem for 
our human troops to handle today. It won’t be any easier for a machine. 

The Moral User 

Peter Asaro recently has proposed an approach for tele-operated systems 
which centers on the ethical decision-making of the human operators. Asa-
ro argues that Arkin’s, and similar approaches, do not sufficiently take into 
account that the basis for ethical decision-making in warfare, Law of Armed 
Combat, Rules of Engagement and Just War Theory, are not always a set 
of clearcut rules but do include a hodgepodge of laws, rules, heuristics and 
principles subject to interpretation and value judgments.37  

Therefore, drawing upon User-Centered Design, he brings forward his idea 
of “modeling the moral user”, which would involve three elements. First, 
using the methods of cognitive psychology, the representations, decision 
rules and perceptual and emotional requirements for effective ethical deci-
sion-making should be sought to be understood. Second, drawing upon 
recent work in experimental philosophy, we should explore the nature of 
moral intuition, value comparisons and judgments and using experimental 
economics, we should also engage the nature of risk assessment and pro-
bability estimation. He also points out, that it might be necessary to evalu-
ate the significance of rational thought in ethical decision making. Third, it 
would be necessary for the society to decide which ethical standards it 
wants to promote and to which extent it will be able to enforce these stan-
dards on the soldiers through the technology.38 

Contrary to arguments, which see psychological stress mainly as a cause for 
unethical behavior, Asaro points out, that it might be necessary for operators 
of unmanned systems to experience these factors in order to make effective 
ethical decisions and to feel empathetic and sympathetic emotions.39 Without 
prejudging any questions about the nature of morality – can an artificial intel-
ligence or unmanned system gain a level of moral agency or not – the ques-
tion if we decide to imagine unmanned systems as rule-based entities or if 

                                                      
37 Peter Asaro, Modeling the Moral User: Designing Ethical Interfaces for Tele-Operation, in: 
IEEE Technology and Society 28/Spring 2009, p. 22. 
38 Asaro, IEEE p.23. 
39 Asaro, IEEE, p.24. 
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we strive to implement an emotional component, might very well become a 
crucial point for future developments in this field.  

Another one of the key questions Asaro identifies is, that in the aim to ef-
fectively capture the range of moral reasoning, it might be necessary to 
consider that there can very well be a range of individual and cultural varia-
tions in ethical reasoning as well as different values and standards of moral 
reasoning.40 Following the idea that warfare is a cultural practice and that of 
cultural and individual morals, Asaro continues to ask which ethical stan-
dards we should chose to implement in the design of unmanned systems 
and if the implementation of an ethical software system would in fact make 
the person operating it more ethical.41 

Though Asaro mainly concentrates on systems at hand, which are tele-
operated systems, there seems no inconsistency to widen the scope on to 
autonomous unmanned systems. However this may be, if we decide to 
accept, that it is a widely shared current ethical standard of warfare to ex-
pose other people to as little negative influence as possible but necessary 
to achieve a task, then averting the needless loss of life during warfare 
seems not only a sensible goal but leads us to an approach where we 
might find that removing the lethal component from armed conflict might be 
a way to solve – at least for the moment – the most prominent question 
concerning autonomous armed unmanned systems, that is, shall it be pos-
sible for a machine to act with the potential consequence of humans losing 
their life? 

Managing the Ethical Challenge of Autonomous Use 
of Lethal Force – “You have been Disarmed” 

Another approach to the autonomous use of force has been put forward by 
John Canning, following extensive discussions with representatives of the 
US Navy’s JAG Office. It was noted that this JAG Office was going to re-
quire that weapons-bearing unmanned systems would be required to main-
tain a “man-in-the-loop” for target discrimination and weapons control, if 
they were designed to target people. It was noted, however, that if they 
were designed to target either the “bow” or the “arrow,” but not the human 

                                                      
40 Asaro, IEEE, p.23. 
41 Interview with Peter Asaro, 8.9.2009 
(http://www.irf.ac.at/index.php?option=com_content&task=view&id=295&Itemid=22). 
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“archer,” then there was the possibility for the autonomous use of weap-
ons42. Pulling this thread, Canning discovered many weapon systems that 
had already been designed and fielded, based on this concept. Several 
examples: AEGIS weapon systems on US Navy ships when set to the AU-
TO-SPECIAL mode of operation; CAPTOR mine systems that would target 
enemy submarines, but not surface ships; the US Army’s PATRIOT missile 
system in a mode similar to AEGIS’ AUTO-SPECIAL mode. 

In contrast, it was shown that anti-personnel landmines have been outlawed 
because they can’t discriminate between a soldier and a child, but anti-tank 
landmines are still legal to use because they target “things” – not “people.”43 

Canning has taken this one step further by pointing-out that the weapon 
used by a robot does not have to be a traditional gun or missile, where 
there may be a substantial likelihood of collateral damage, but something 
else might be used instead. He is fond of saying that his “dream machine” 
is one that marches up to an enemy combatant on the battlefield; physically 
takes the rifle out of his hands; saws the rifle in half with a diamond-tipped 
saw; hands the two halves back to the enemy combatant; and then tells 
him to “Have a nice day!”44  

The question is then one of “Is the enemy carrying his bow, such as a rifle 
or pistol, or is he riding it, such as a tank or warship?” Non-lethal weapons, 
such as Active Denial, might be used to separate an enemy combatant 
from his “bow” if he is carrying it, but if he is riding his bow, it is not neces-
sary to achieve a “platform kill” in which a ship is totally sunk (drowning the 
crew), or a tank is obliterated (killing the crew). It may be enough to achie-
ve either a “mobility kill,” where you disable either the motor or the steering 
mechanism on a ship, or a “mission kill,” where you might poke a hole 
through a tank’s main gun barrel, thereby rendering it useless. However, 
even if a crew is killed or injured, they still do constitute a legitimate target 
under international humanitarian law, so in this case, certain, limited, 
amount of human collateral damage may be acceptable. 

                                                      
42 John Canning, „You’ve Just Been Disarmed. Have a Nice Day!” in: IEEE Technology and 
Society 28/Spring 2009, p.12-15. 
43 Also see Patrick Hew, Autonomous Situation Awareness. Implications for Future Warfighting 
in: Australian Defence Force Journal, Issue 174, 2007, pp77-78 and pp 83-84. 
The Western Militaries’ Blind Spot in Robot-Enabled Warfare, in print. 
44 John Canning, „You’ve Just Been Disarmed. Have a Nice Day!” in: IEEE Technology and 
Society 28/Spring 2009, p.12-15. 
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Conclusion 

As we have just shown, ethical considerations for robots have been around 
from the inception of the term “robot.” For most of the intervening time, 
“popular” ethics for robots were defined by Isaac Asimov’s science fictional 
works, but the near-at-hand development of real armed, autonomous mili-
tary robots is forcing us to seriously consider the ethics of these machines 
in more pragmatic terms. Driven heavily by legal concerns for target dis-
crimination, we are channeled into autonomously targeting either the “bow,” 
or the “arrow,” but not the human “archer,” thereby bringing up the possibil-
ity of disarming a foe, as opposed to killing him. This is a fundamental para-
digm shift from the way mankind conducts warfare today. We would argue 
that this also marks a fundamental improvement to the ethics of conducting 
war. While this is an ethical challenge, we would argue it is one we cannot 
afford to ignore. 

Disclaimer 

The views or opinions contributed by Mr. Canning, and expressed in this 
document are those of Mr. Canning and do not represent the official posi-
tion or policy of the United States Navy. 

The views or opinions contributed by Mr. Dabringer, and expressed in this 
document are those of Mr. Dabringer and do not represent the official posi-
tion or policy of the Austrian Military Chaplaincy. 
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Colin Allen: 
Morality and Artificial Intelligence 
 
How and why did you get interested 
in the field of machine morality? 

The question of how to make a 
machine behave ethically was on a 
list compiled by one of artificial intel-
ligence's luminaries of topics where 
philosophers could help. It seemed 
like an interesting challenge and I 
had just been invited to write an 
article for an artificial intelligence 
journal, so I decided to see where I 
could take it. 

Artificial Intelligence, Machine learn-
ing and genetic programming, just 
to name a few branches, are highly 
complex fields of research. Coming 
as you did from a meta-science, 
how did you approach this chal-
lenge from an ethical perspective? 

Well, let me start by saying I am not 
an ethicist! I'm a philosopher of 
science and philosopher of mind 
who to that point had mostly worked 
on issues in animal cognition, but I 
had also taken quite a few post-
graduate courses in computer sci-
ence, specializing in artificial intelli-
gence. So, the first thing I did was 
to talk to an ethicist colleague of 
mine, Gary Varner, about my ideas 
for the article and he agreed to be a 
co-author. My approach was initially 

to ask the same technical questions 
about whether ethical theories such 
as Kant's or Bentham's could in fact 
be computed. Later, in the book 
with Wendell Wallach, this became 
what we called the "top down" ap-
proach. 

Your book “Moral Machines” dis-
cusses the field of machines as 
moral agents. Should we define 
morality as purely human quality or 
should we use a concept of different 
qualities of morality? Also from a 
practical perspective: what concept 
of morality should we use while 
discussing the issues right at hand? 

Wendell and I wrote the book with a 
very practical question in mind: 
How, as a matter of fact, would one 
improve the kinds of machines that 
are already being built so that they 
could be better, morally speaking? 
As such, we didn't want to prejudge 
any questions about the nature of 
morality, who or what has it, etc. 
We recognized that philosophers 
tend to gravitate towards the hard 
cases where there is much dis-
agreement, because this is where 
theories get tested against intui-
tions. But despite this, there's a 
surprising amount of agreement 
about practical ethics. Whether 
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you're a utilitarian or Kantian, Chris-
tian or Buddhist, you can agree that 
stabbing the stranger sitting next to 
you on the train is morally bad, or, 
more subtly, that anyone to whom 
we cause a harm has a prima facie 
moral claim against us. Of course, 
there's lots of room for disagree-
ment about what constitutes a 
harm, and when it is acceptable to 
cause a harm, but our basic prem-
ise was that most machines, robots 
and software bots, that are currently 
making harmful decisions don't 
even have the means to take those 
harms into account when making 
these decisions. 

You have used the term “artificial 
moral agents”, why and how would 
you differentiate natural from artifi-
cial moral agents? 

Like artificial anything, we want to 
acknowledge that deliberately en-
gineered products will not be the 
same as those that have grown 
organically. Artificial sweeteners 
aren't the same as sugars, and 
artificial intelligence only resembles 
biological intelligence. Whether 
artificial moral agents ever become 
as capable as biological moral 
agents is a question for science 
fiction and futurism. I should also 
acknowledge that for some ethical 
theorists, the central problem of 
moral agency is the conflict be-
tween selfish inclination and moral 
duty, but this assumes a form of 
psychology that may not apply to 

artificial agents. Nevertheless, for 
the time being we know that any 
artificial system we place in an 
ethically charged decision making 
situation will have strengths and 
limitations. Many of those limita-
tions stem from our not really un-
derstanding, either at a scientific or 
humanistic level, what goes into 
making us moral agents. (Lots of 
theories, no consensus.) So in part 
the project of building artificial 
moral agents is partly a project of 
self- evaluation. If we don't flag 
what we're doing with the term 
"artificial" there's a risk of losing 
sight of our own role in shaping 
these systems. 

Are there beneficial aspects of look-
ing at morality from the perspective 
of the artificial intelligence theory? 

One of the interesting things, I think, 
that comes out of the attempt to 
think in computational terms about 
morality or ethics is a richer concep-
tion of the space in which ethical 
behavior operates. Rather than 
seeing these as opposite poles, I'm 
more inclined to see them as sepa-
rate axes or dimensions of the deci-
sion space. The time- and informa-
tion-bounded nature of most deci-
sion making makes embodied dis-
positions an essential part of moral 
agency. There simply isn't enough 
time in the world to compute all of 
the consequences, actual or logical, 
of an action, even if one had perfect 
information. So, moral agents must 
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be disposed to react in ways that 
are morally acceptable.  

These bottom up reactivities are 
also, however, subject to top-down 
evaluation, and, here emotions like 
pride, regret, or shame can serve to 
strengthen or weaken dispositions, 
but so can a reasoned determina-
tion to live up to an abstract princi-
ple. Given the abstract nature of 
most top-down principles, however, 
it is hardly surprising that they 
sometimes conflict with each other 
and with our dispositionally-formed 
intuitions. The result is that any 
moral principle could be overridden 
in a specific situation. As socially- 
enculturated human beings, it is 
natural for us to want to come up 
with some higher principle to adju-
dicate these conflicts, but in the 
absence of such a principle, what 
one has is a decision space in 
which duties, consequences, and 
dispositions are all relevant dimen-
sions, but none is paramount. Moral 
agency involves a hybrid of bottom 
up and top down processes, often 
operating over different time scales. 
"Shoot first, ask questions later" is 
the wrong slogan because we can 
ask some questions first, but our 
ability to do so is often limited and 
we must return to the questions in 
retrospect, hoping to calibrate the 
shooting response better next time 
we are in a similar situation. 

We are a long way from being able 
to build hybrid architectures for 

artificial moral agents to have such 
sophistication. But a chief goal of 
the book is to start a discussion 
about whether providing machines 
with just part of the bottom up or top 
down capacities for moral decision 
making would be better than having 
machines that are ethically insensi-
tive to such considerations. What 
information does a battlefield robot 
or your bank's computer have to 
have in order to make decisions 
that a human moral agent would 
endorse? What reasoning capabili-
ties would it need to be able to 
weigh collective outcomes against 
individual rights, either prospec-
tively or retroactively? 

Most people see robots and com-
puters as predetermined machines 
without any ability to transcend into 
the sphere of decision making. How 
was your approach to this topic and 
how did people respond to your 
concept of artificial moral agents? 

Whether predetermined or not, the 
fact is that machines are involved in 
all sorts of decisions, from approv-
ing credit card transactions to allo-
cating resources in hospitals. They 
are even being deployed as auto-
matic sentries on national borders. 
I'm not sure whether this means 
that they have "transcended into the 
sphere of decision making" but it 
does mean that without direct hu-
man oversight machines are select-
ing among options that have moral 
consequences. The metaphysical 
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questions about whether this is 
"really" decision making don't con-
cern me as much as the practical 
questions about whether these 
machines can be made sophisti-
cated enough to weigh the factors 
that are important for ethical deci-
sion making. 

People react to the idea of artificial 
moral agents in several ways. 
Some assume that we are talking 
about human-level artificial intelli-
gence and dismiss the topic as pure 
science fiction, and others assume 
we must be concerned with whether 
robots themselves deserve rights. 
For me, however, it is important to 
avoid science fiction and stay fo-
cused on what is likely to happen in 
the next decade or so. A different 
kind of worry comes from those who 
say that by using the word "agents" 
for machines we are contributing to 
the abdication of human responsi-
bility for the consequences of our 
own technologies. I recognize the 
seriousness of the concern, but I 
think it's also likely that by referring 
to artificial moral agents we set up a 
kind of dissonance that might help 
users recognize that they should be 
wary of overestimating the capaci-
ties of these machines. 

So what you are saying is, that right 
now we should focus more on the 
practical ethical challenges at hand 
which arise from the use of these 
systems (e.g. the Future Attribute 
Screening Technology (FAST) –

 Hostile Intent Detection of the De-
partment of Homeland Security1 
than to engage in speculation on full 
moral agency of machines. Do you 
think that your book could be some-
thing like a whistleblower by starting 
this discussion? 

It was certainly our intention to help 
start such a discussion. And it’s 
interesting that we seem to be in 
the middle of a small explosion of 
interest in the topic. Just after our 
book came out, Peter Singer’s more 
journalistic Wired for War came out 
to significant press coverage, and 
now Ron Arkin’s Governing Lethal 
Behavior in Autonomous Robots 
has just been released, the first 
book to provide an actual design 
specification for robots capable of 
exercising lethal force. While these 
other books focus on military appli-
cations, we think it’s important to 
recognize that the issues go far 
beyond the battlefield. 

In your book you have put forward 
two dimensions for artificial moral 
agents: ethical sensitivity and 
autonomy. On this framework you 
differentiate between operational 
and functional morality as well as 
finally full moral agency. How can 
we understand these moralities and 
where on this framework are robots 
now (and where can they probably 
be finally)? 

There are not intended to be hard 
and fast distinctions, but operational 
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morality is intended to include 
cases where the decisions about 
what is a morally acceptable behav-
ior are largely in the hands of the 
designers and programmers, 
whereas functional morality implies 
some built-in capacities for moral 
reasoning or decision making. Op-
erational morality generally applies 
to machines that operate in rela-
tively closed environments with 
relatively few options for action.  

Under these circumstances, de-
signers may be able to anticipate 
the situations the machine will en-
counter and pre-specify the morally 
preferred actions in those circum-
stances. In more open environ-
ments where machines have 
greater autonomy, they must be 
designed to detect ethically relevant 
features of the situation, and select 
among options accordingly. We use 
the term "functional morality" pri-
marily to acknowledge that these 
capacities may fall short of the full 
moral agency of human beings, 
although I would like to maintain 
that it's an open question whether 
there are any limits to what ma-
chines can do. At the current time, 
machine autonomy is increasing, 
meaning that machines are operat-
ing in more open environments 
without human oversight and with 
more options available to them. But 
aside from a few A.I. projects that 
are described in chapters 9 and 10 
of the book, there is relatively little 
work on giving machines the kind of 

ethical sensitivity that, in combina-
tion with autonomy, would be nec-
essary for functional morality. 

Why do you think it is like that? It 
seems obvious that there is a need 
for research on this matter. 

I don’t think it is a deliberate omis-
sion, but a sign of how new the field 
is. Engineers tend to prefer well-
defined problems, and as I’ve al-
ready mentioned, philosophers like 
controversial topics. For this and 
other reasons it’s actually quite a 
challenge to bring the two cultures 
together. But it is coming. In addi-
tion to our book and the others that 
have recently appeared, a scholarly 
collection of essays edited by the 
computer scientist-philosopher hus-
band-wife team of Michael and 
Susan Anderson is in the works. 
And a couple of graduate student 
projects that I’m aware of show that 
they are starting to pay attention are 
thinking creatively about how ethical 
capabilities might be important in a 
variety of online and real-world 
contexts. 

What can robots with representa-
tions of emotions – like the projects 
KISMET and later on Nexi MDS –
 do for the development of artificial 
moral agents? 

I think emotion-representing robots 
do two things for artificial moral 
agents. One is perhaps quite dan-
gerous, in that it may cause people 
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to attribute more understanding of 
their own emotions to the machines 
than there really is. If Kismet or 
Nexi reacts to a person's sad face 
by looking sad, there is a risk that 
the person will assume more empa-
thy than exists.  

This is dangerous if the machine 
lacks the capacity to help the per-
son properly deal with the situation 
that is causing the sadness. The 
other thing may be essential, how-
ever, since part of the ethical sensi-
tivity required for functional morality 
involves being able to detect and 
react to the emotional responses of 
people interacting with the robot. All 
other things being equal, if a robot 
through its actions causes anger or 
sadness, then it needs to reevalu-
ate that action. This is not to say 
that robots should always change 
their behavior whenever they detect 
a negative emotional response, or 
do whatever it takes to get a posi-
tive emotional response from the 
people it is interacting with. But 
such responses are crucial pieces 
of information in assessing the 
moral appropriateness of actions. 

The KISMET Project has been very 
well documented and the emotional 
responses you refer to can be seen 
on videos on the webpage of the 
MIT Computer Science and Artificial 
Intelligence Laboratory2. What do 
you think about the use of robots in 
the entertainment industry? In some 
countries in Asia robots are being 

developed explicitly as “personal 
companions“. What impact will that 
have on interpersonal relations of 
humans, especially children grow-
ing up with robotic pets?  

The sex industry has driven a lot of 
technology development, from the 
earliest faxes through postcards to 
videotape recording and online 
video on demand. The more “re-
spectable” face of robotic compan-
ions for the elderly and toys for 
children are just the tip of a very 
large iceberg. I think it’s hard to say 
what kind of impact these technolo-
gies will have for human interper-
sonal relationships. It will probably 
bring benefits and costs, just as 
with the Internet itself. It’s easy to 
find lots of people who lament the 
replacement of face-to-face interac-
tions with Facebook, Twitter, and 
the like. But at the same time 
probably all of us can think of old 
friendships renewed, or remote 
relationships strengthened by the 
use of email and online social net-
working. I don’t think robotic pets 
are inherently bad for children, al-
though I am sure there are those 
who will complain that one doesn’t 
have to be as imaginative with a 
robot as with a stuffed toy. I’m not 
so sure this is correct. With a ro-
botic toy, a child may be able to 
imagine different possibilities, and a 
robotic pet will likely serve as a 
nexus of interactions in play with 
other children. And just as we are 
finding that highly interactive video 
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games can bring cognitive benefits 
to young3 and old4 alike, we may 
find that robotic companions do 
likewise. Of course there will be 
problems too, so we must remain 
vigilant without being fearful that 
change is always a bad thing. 

Free will, understanding and con-
sciousness are seen as crucial for 
moral decisions though they are 
often attributed exclusively to hu-
mans. You have argued that func-
tional equivalence of behaviour is 
what really matters in the practical 
issues of designing artificial moral 
agents. What is your perspective on 
these three fields concerning artifi-
cial moral agents? 

All of these are again looking to-
wards more futuristic end of this 
discussion. People in A.I. have for 
over 50 years been saying that we'll 
have full human equivalency in 50 
years. I don't know whether it will be 
50 years or 100 years or never, 
because I don't think we know 
enough about human understand-
ing, consciousness, and free will to 
know what's technologically feasi-
ble. My stance, though, is that it 
doesn't really matter. Military plan-
ners are already sponsoring the 
development of battlefield robots 
that will have greater autonomous 
capacities than the hundreds of 
remote-operated vehicles that are 
already in use. The military are 
sufficiently concerned about the 
ethical issues that they are funding 

research into the question of 
whether autonomous robots can be 
programmed to follow the Geneva 
conventions and other rules of war. 
These questions are pressing re-
gardless of whether these machines 
are conscious or have free will. But 
if you want my futuristic speculation, 
then I'm a bit more pessimistic than 
those who are predicting a rapid 
take-off for machine intelligence in 
the next 25-30 years, but I would be 
very surprised if my grand- children 
or great-grandchildren aren't sur-
rounded by robots that can do any-
thing a person can do, physically or 
cognitively. 

As you said military robots are a 
reality on the battlefields today and 
it seems clear that their number and 
roles will expand, probably faster 
than most of us think or would like 
them to. Do you think that the mili-
tary is actually ready for the 
changes these semiautonomous 
systems bring to the army?  

I’m encouraged by the fact that at 
least some people in the military 
understand the problem and they 
are willing to support research into 
solutions. Both the U.S. Navy and 
Army have funded projects looking 
at ethical behavior in robots. Of 
course, it’s possible to be cynical 
and assume that they are simply 
trying to provide cover for more 
and more impersonal ways of kill-
ing people in war. But I think this 
underestimates the variety and 
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sophistication of military officers, 
many of whom do have deep moral 
concerns about modern warfare. 
Whether the military as a whole is 
ready for the changes is a different 
matter perhaps, because for some-
one on the front lines, sending a 
robot into a cave with authorization 
to kill anything that moves may 
seem like a pretty attractive idea. 
There will be missteps – there al-
ways have been – and I’m fairly 
sure that the military is not actually 
ready for all the changes that these 
systems will bring because some of 
those changes are unpredictable. 

One of your other fields of study 
has been animal cognition. Have 
you found this helpful while devel-
oping your perspectives on artificial 
moral agents? 

It's a good question because I 
started off really treating these as 
separate projects. However, think-
ing about the capacities of non-
human animals, and the fact that it 
isn't really a dog-eat-dog world, 
leads to some ideas about the be-
havioral, cognitive, and evolutionary 
foundations of human morality. 
Various forms of pro-social (and 
proto-ethical) behavior are increas-
ingly being reported by experimen-
talists and observers of natural 
behavior of animals. Of course, 
nonhuman animals aren't, as far as 
we know, reflective deliberators, but 
neither is all of basic human de-
cency and kindness driven by ex-

plicit ethical reasoning. Animals 
give us some ideas about the pos-
sibilities for machines that aren't full 
moral agents. 

So you are referring to studies like 
Benjamin Libet’s through which the 
absolute predominance of reason in 
human decision making is ques-
tioned in favour of subconscious 
processes. It is easily comprehen-
sible that these concepts will be 
seminal, though it seems to be 
harder to create a model of ethical 
behaviour by the means of animals, 
considering the complexity of the 
mind, than developing a simpler 
rule-based behaviour system. What 
do you think are the main areas 
where the development of artificial 
morality could benefit from the re-
search in animal cognition? Or 
maybe one could even say, that 
concepts which stem from this field 
are crucial for a realistic approach 
to artificial morality? 

One of the things we are learning 
from animals is that they can be 
quite sensitive to reciprocity of ex-
change in long term relationships. If 
one animal shares food with or 
grooms another, there doesn’t have 
to be an immediate quid pro quo. 
Speaking only slightly anthropomor-
phically one could say that they 
build relationships of trust, and there 
is even evidence that early play 
bouts may provide a foundation for 
such trust. These foundations sup-
port generally “pro-social” behavior. 
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Humans are no different, in that we 
establish trust incrementally. How-
ever, what’s remarkable about hu-
man society is that we frequently 
trust total strangers and it usually 
turns out all right. This is not a con-
sciously reasoned decision and, as 
recent research in behavioral eco-
nomics shows, may even involve 
acting against our immediate self 
interests. Artificial moral agents will 
also have to operate in the context 
of human society with its mixture of 
personal relationships based on 
medium to long term reciprocity and 
transactions with strangers that 
depend for their success on local 
social norms. Ethical robots have to 
be pro-social, but not foolishly so. 
Animal studies can do a lot to help 
us understand the evolution and 
development of pro-social behavior, 
and some of this will be transferable 
to our robot designs. 

The purpose of the already men-
tioned NEXI MDS project at the MIT 
Personal Robots Group5 is to sup-
port research and education goals 
in human-robot interaction, teaming, 
and social learning. Do you think 
projects like this which focus on the 
improvement of robots for interper-
sonal relations could benefit from 
the research in animal behaviour? 

I recently attended a conference in 
Budapest on comparative social 
cognition that had both animal and 
robot researchers, so these are two 
communities that are already in 

dialogue. Particularly interesting, I 
think, is that we are finding a variety 
of social learning capabilities not 
just in the species most closely 
related to humans, the anthropoid 
apes, but in species that are much 
more distant from us. Especially 
interesting in this regard are dogs, 
who in many respects are even 
more human-like than chimpanzees 
in their capacity for social interac-
tion and cooperation with us. By 
studying dogs, and which signals 
from us they attend to, we can learn 
a lot about how to design robots to 
use the same cues. 

You have identified two main ap-
proaches to artificial moral agents, 
the top-down approach (one could 
say a rule-based approach) and the 
bottom-up approach (which is often 
seen in connection with genetic 
programming). How can these to 
approaches help in building artificial 
moral agents and where lie their 
strengths and weaknesses? 

A strength of top-down approaches 
is that the ethical commitments are 
explicit in the rules. The rules can 
also be used to explain the decision 
that was taken. However, it is hard 
to write rules that are specific 
enough to be applied unambigu-
ously in all circumstances.  

Also, the rules may lead to what we 
have called a "computational black 
hole" meaning that it is really im-
possible to gather and process all 
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the information that would really be 
necessary to make a decision ac-
cording to the rules. Bottom-up 
approaches, and here I'd include 
not just genetic algorithms but vari-
ous kinds of learning techniques, 
have the strength of being able to 
adaptively respond and generalize 
to new situations based on limited 
information, but when systems be-
come sufficiently complex they have 
the drawback that it is often unclear 
why a particular outcome occurred. 

To overcome the restraints of both 
approaches you have suggested 
merging these two to a hybrid moral 
system. How can we imagine this? 

I believe that we will need systems 
that continuously engage in a self-
evaluative process. We describe it 
as a virtue-based approach be-
cause it has some things in com-
mon with Aristotle's ethics. Bottom-
up processes form a kind of reac-
tive layer that can be trained to 
have fundamentally sound re-
sponses to moral circumstances. A 
robot following an instruction by a 
human must not be completely 
opportunistic in the means it takes 
to carry out that instruction, running 
roughshod over the people for 
whom it is not directly working.  

Rules alone can't capture what's 
needed. One can't say, for instance, 
"never borrow a tool without asking" 
or "never violate a direct order from 
a human being" for we want agents 

that are flexible enough to recognize 
that sometimes it is acceptable, and 
perhaps even obligatory, to do so. 
Such decisions are likely to require 
a lot of context-sensitivity, and for 
this, a bottom-up approach is best.  

However, we will want these same 
systems to monitor and re-evaluate 
the outcomes in light of top-down 
principles. Sometimes one cannot 
know whether another's welfare is 
affected or rights violated until well 
after the fact, but a reflective moral 
agent, on learning of such an out-
come, should endeavor to retrain its 
reactive processes, or reform its 
principles. But this is a very hard 
problem, and is perhaps where the 
project of artificial moral agents 
really does slide down the slope 
into science fiction. But by pointing 
out that there are reasons to think 
that neither a top-down or a bottom-
up approach will alone be sufficient, 
we hope to have initiated a debate 
about how to develop machines that 
we can trust. 

Would this monitor and evaluation 
system be something like the “ethi-
cal governor” which Ronald Arkin 
proposed in his project on “Govern-
ing Lethal Behaviour”? 

Overall, there’s considerable simi-
larity between our hybrid approach 
and Arkin’s “deliberative/reactive” 
architecture. However, because his 
“ethical governor” operates immedi-
ately prior to any action being 
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taken, actually what I have been 
describing is something closer to 
his “ethical adaptor” which is an-
other component of his ethical con-
trol architecture, and which is re-
sponsible for updating the ethical 
constraints in the system if an after-
the-fact evaluation shows that a rule 
violation occurred. A significant 
difference between our approach 
and Arkin’s is that the rules them-
selves (e.g. the Geneva Conven-
tions) are considered to be known 
and fixed, and not themselves sub-
ject to interpretation or revision. 
This approach is possible because 
he considers only the case of robots 
operating in a well-defined battle-
field and engaging only with identi-
fiable hostile forces. Arkin believes 
that in such circumstances, intelli-
gent robots can actually behave 
more ethically than humans can. 
Humans get angry or scared and 
commit war crimes, and Arkin’s 
view is that robots won’t have these 
emotional reactions, although he 
recognizes that some sort of affec-
tive guidance is important. 

Besides research and teaching you 
are also maintaining a blog on the 
theory and development of artificial 
moral agents and computational 
ethics6, so I guess you will be work-
ing on these fields in the future? 
And which projects are you cur-
rently working on? 

Right, I’ll continue to keep an eye 
on machine morality issues, but I’m 

currently being reactive rather than 
pursuing any new lines of research 
in this area. My biggest current 
ongoing project is something com-
pletely different – with funding from 
the U.S. National Endowment for 
the Humanities we are developing 
software to help us build and main-
tain a complete representation of 
the discipline of philosophy, that we 
call the Indiana Philosophy Ontol-
ogy, or InPhO for short7. I’m also 
continuing to work actively on topics 
in the philosophy of cognitive sci-
ence, and I’m currently working on 
papers about the perceptual basis 
of symbolic reasoning and about 
the use of structural mathematical 
models in cognitive science, among 
other topics. 

 

                                                      
1 http://www.dhs.gov/xres/programs/gc_1218 
480185 439.shtm. 
2 e.g. http://www.ai.mit.edu/projects/sociable 
/movies/affective-intent-narrative.mov. 
3 e.g. http://discovermagazine.com/2005/jul/ 
brain-on-video-games. 
4 e.g. http://www.sciencedaily.com/releases/ 
2008/12/081211081442.htm. 
5 http://robotic.media.mit.edu/projects/robots/ 
mds/overview/overview.html. 
6 http://moralmachines.blogspot.com. 
7 http://inpho.cogs.indiana.edu. 
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George Bekey:  
Robots and Ethics 
 
How and why did you get interested 
in the field of autonomous robots 
and specifically in military robots? 

My interest in robotics developed as 
a synthesis of a number of tech-
nologies I had studied. My PhD 
thesis was concerned with mathe-
matical models of human operators 
in control systems, e.g., a pilot con-
trolling an aircraft. The goal was to 
develop a mathematical representa-
tion of the way in which a pilot (or 
other human operator of a complex 
system) generates an output com-
mand, such as movement of the 
control stick on the aircraft) in re-
sponse to changes in the visual 
input. This work led to increasing 
interest in human-machine systems. 
Shortly after completing my gradu-
ate studies I developed a hybrid 
analog-digital computer at a Los 
Angeles aerospace company. The 
goal of this project was simulation 
of the flight of an intercontinental 
ballistic missile, where the flight 
control system was represented on 
the analog portion of the system, 
and the highly precise generation of 
the vehicle trajectory was done on 
the digital computer. These early 
experiences gave me a great deal 
of insight into military technology, 
while at the same time improving 

my knowledge and skills in com-
puters and control systems. When I 
joined the University of Southern 
California in 1962 I continued to 
work in all these areas. When in-
dustrial robots became prominent in 
the late 1970s it became clear to 
me that here was a research field 
which included all my previous ex-
perience: human-machine systems, 
control theory and computers. Fur-
ther, we hired a young faculty 
member from Stanford University 
who had some experience in ro-
bots. He urged me to write a pro-
posal to the National Science 
Foundation to obtain funding for a 
robot manipulator. I did this and 
obtained funding for a PUMA indus-
trial robot. From then on, in the 
1980s and 90s my students and I 
worked in robotics, with an increas-
ing interest in mobile robots of vari-
ous kinds. 

You asked specifically about my 
interest in military robots. As I indi-
cated above, I started working with 
military systems in the 1960’s, but 
largely left that area for some time. 
However, when I started looking for 
funding for robotics research, I found 
that a large portion of it came from 
the U.S. Defense Department. While 
most of the support for my research 



 34 

came from the US National Science 
Foundation, during the 1990s I 
received several large contracts 
and grants from the Defense De-
partment for work in robotics. 
While I was pleased to have the 
funding so that I could support my 
laboratory and my Ph.D. students, 
I became increasingly uncomfort-
able with work on military robots. 
For many years I had been con-
cerned about the ethical use of 
technology. This led to participa-
tion in a Committee on Robot Eth-
ics of the Robotics and Automation 
Society, one of main societies 
forming the professional core of 
the Institute of Electrical and Elec-
tronics Engineers (IEEE), a major 
international professional organiza-
tion in the field of electrical engi-
neering. 

To summarize: my interest in robot-
ics arose as a way of integrating my 
various research interests. Military 
robotics was a major source of re-
search funding, but I was increas-
ingly disturbed by the way robots 
were being used. Please note that 
this does not imply a direct criticism 
of the U.S. military establishment, 
since I consider myself to be a pa-
triotic person and I believe that 
countries need a defense structure 
(since we have not yet learned to 
solve all disputes among nations by 
peaceful means). Rather, it repre-
sents a desire to contribute to the 
ethical use of robots, both in military 
and peacetime applications. 

In the recent discussion of military 
unmanned systems or military ro-
bots, it has been argued that espe-
cially for future international legisla-
tion concerning this matter it would 
also be necessary to find a univer-
sal definition of what constitutes a 
“robot”. How would you define a 
robot? Should we define robots 
opposed to intelligent ammunitions 
and other automated weapon sys-
tems or would a broader definition 
be more useful? 

It is interesting that in many of the 
current discussions of military ro-
bots we do not define what we 
mean by “robot”. In my own work I 
have defined a robot as: “A ma-
chine that senses, thinks and acts”. 
This definition implies that a robot: 
- Is not a living organism, 
- is a physical system situated in 

the real world, and is not only 
software residing on a computer, 

- uses sensors to receive informa-
tion from the world 

- processes this information using 
its own computing resources 
(but these may be special pur-
pose chips, artificial neural net-
works or other hardware which 
enable it to make decisions and 
approximate other aspects of 
human cognitive functions), and 

- it uses actuators to produce 
some effect upon the world 

With this very broad definition it is 
clear that automated weapon sys-
tems are robots, to the extent that 
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they are able to sense the world, 
process the sensed information and 
then perform appropriate actions 
(such as navigation, obstacle 
avoidance, target recognition, etc). 
Note that a system may be a robot 
in some of its functions and not 
others. Thus, a Predator aircraft is a 
robot as far as its takeoff, naviga-
tion, landing and stability properties 
are concerned; but it is not a robot 
with respect to its use as a weapon 
if the decision to fire and the re-
lease of a missile is done under 
human control. Clearly, if and when 
the decision to fire is removed from 
human control and given to the 
machine, then it would be a “robot” 
in these actions as well. 

It should also be noted that the use 
of the word “thinks” is purposely 
vague, but it intentionally allows 
actions ranging from simple YES/ 
NO binary decisions to complex 
cognitive functions that emulate 
human intelligence. 

I do not believe that it would be 
useful to separate “intelligent am-
munition” and “automated weapon 
systems” from robots in general. 
Clearly, there are (and will be more) 
military robots, household robots, 
eldercare robots, agricultural robots, 
and so on. Military robots are robots 
used for military purposes. 

In your academic career you have 
published more than 200 papers 
and several books on robotics and 

over the years you have witnessed 
euphoria and disillusionment in this 
field. How would you assess the 
future of robots in the human soci-
ety? 

I believe that robots are now where 
personal computers were in the 
1980s: they are increasingly evident 
and will be ubiquitous within the 
next 10 to 20 years. We already see 
robots in the home doing vacuum-
ing, grass cutting and swimming 
pool cleaning. We see autonomous 
vehicles appearing, both in civilian 
and military contexts. I anticipate 
that robots will be so integrated into 
society that we will no longer think 
of them as separate systems, any 
more than we consider an auto-
matic coffee maker a robot. How-
ever, there are major challenges to 
the further development of the field, 
such as: (1) the need to improve the 
ways in which robots and humans 
communicate and interact with each 
other, which is known as human-
robot interaction or HRI, and (2) the 
need for robots to develop at least a 
rudimentary form of consciousness 
or self-awareness to allow for intel-
lectual interaction with humans, and 
(3) the need to insure that robots 
behave ethically, whether in health 
care or home assistance or military 
assignments. Nevertheless, I be-
lieve that the so-called “service 
robots” which provide assistance in 
the home or the workplace will con-
tinue to proliferate. We have seen 
great successes in entertainment 
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robots and in various cleaning ro-
bots (for carpets, kitchen floors, 
swimming pools, roof gutters, etc). 
On the other hand, there have been 
some attempted introductions that 
did not succeed. I can think of two 
important ones: an automobile fuel-
ing robot and a window cleaning 
robot. Some 10 years ago one of 
the US oil companies developed a 
robot for filling the gasoline tank of 
automobiles. A bar code on the 
windshield provided information on 
the location of the filler cap. The 
hose moved automatically to the 
cap, filled the tank, and returned to 
its resting position; the amount of 
the charge was deducted from the 
balance of the customer’s credit 
card. After some months of testing, 
the experiment was abandoned, but 
I still think it is a good idea. Also, 
several years ago one of the 
Fraunhofer Institutes in Germany 
developed a remarkable robot for 
cleaning windows in high rise build-
ings. The machine climbed up on 
the building using suction cups; it 
washed the windows as it moved 
and recycled the dirty water, so 
there was no spillage on to the 
sidewalk below. It was able to climb 
over the aluminium separators be-
tween window panes. After some 
significant publicity, it disappeared 
from public view, but it may still be 
available in Germany. These two 
systems are examples of the robotic 
innovations which will have a major 
impact on society, by using ma-
chines to replace manual labor. 

Clearly, such robots will also create 
major social problems, since all the 
displaced workers will need to be 
retrained for jobs requiring higher 
skills. While there may be objec-
tions to such displacements from 
labor groups, I believe they are 
inevitable. Another similar area of 
application lies in agriculture, where 
current experiments make it clear 
that robots can perform harvesting, 
crop spraying and even planting of 
seedlings; again, low-skilled work-
ers would need training for new 
jobs. 

It has been argued, that for a deci-
sion to be ethical, mere rational 
thought is not sufficient but emotion 
does play a large role. Apart from 
the most optimistic prognoses, Arti-
ficial Intelligence and therefore ro-
bots, will not obtain the full potential 
of the human mind in the foresee-
able future, if at all. However, it is 
clear, that machines and their pro-
gramming will become much more 
sophisticated. Colin Allen and 
Wendell Wallach have put forward, 
that machines eventually will obtain 
a “functional morality”, possessing 
the capacity to assess and respond 
to moral challenges. How do you 
think will society respond, if con-
fronted with machines with such a 
potential? 

I basically agree with Allen and 
Wallach, but let me make a couple 
of comments. First, your question 
indicates that emotion plays an 
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important role in decision making. 
There is a great deal of research on 
robot emotions (at Waseda Univer-
sity in Japan and other institutions), 
i.e., on providing robots with the 
ability to understand certain emo-
tional responses from their human 
co-workers and conversely, to ex-
hibit some form of “functional emo-
tion”. This implies, for example, that 
a robot could display functional 
anger by agitated movements, by 
raising the pitch of its voice and by 
refusing to obey certain commands. 
Similarly a robot could appear sad 
or happy. Critics have said that 
these are not “real” emotions, but 
only mechanical simulations, and 
that is why I have called them “func-
tional emotions”. Clearly, a robot 
does not have an endocrine system 
which secretes substances into he 
bloodstream responsible for “emo-
tional” acts. It does not have a hu-
man-like brain, where emotional 
responses may arise in the amyg-
dala or elsewhere. (An excellent 
discussion of this matter can be 
found in the book by Jean-Marc 
Fellous and Michael A. Arbib, “Who 
Needs Emotions?: The Brain Meets 
the Robot”). Hence, I believe that a 
functional morality is certainly possi-
ble. However, it should be noted that 
ethical dilemmas may not be easier 
for a robot than for a human. Con-
sider, for example, a hypothetical 
situation in which an intelligent robot 
has been programmed to obey the 
“Rules of War”, and the “Rules of 
Engagement” of a particular conflict, 

which include the mandate to avoid 
civilian casualties to the greatest 
extent possible. The robot is in-
structed by a commanding officer to 
destroy a house in a given location 
because it has been learned that a 
number of dangerous enemy sol-
diers are housed there. The robot 
approaches the house and with its 
ability to see through the walls, in-
terpret sounds, etc. it determines 
that there are numerous children in 
the house, in addition to the pre-
sumed dangerous persons. It now 
faces an ethical conflict: Should it 
obey its commander and destroy the 
house, or should it disobey since 
destruction would mean killing inno-
cent children? With contemporary 
computers, the most likely result of 
such conflicting instructions will be 
that the robot’s computer will lock 
up, and the robot will freeze in place. 

In response to your direct question 
about society’s response to the exis-
tence of robots equipped with such 
functional morality: I believe that 
people will not only accept it in ro-
bots, but will come to expect it. We 
tend to expect the best even of our 
non-robotic machines like our cars: 
“This car has never let me down in 
the past…”, or we kick and curse our 
machines as if they intentionally 
disobey our requests. It would not 
surprise me if functional machine 
morality in robots could become a 
standard for judging human (biologi-
cal) morality, but I cannot foresee 
the consequences for society. 
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Before completing your Ph.D. in 
engineering you have also studied 
world religions and you are also 
teaching courses which cover Hin-
duism, Buddhism, Taoism, Juda-
ism, Islam, Zoroastrianism and 
other frameworks at the California 
Polytechnic State University. Have 
these experiences and the richness 
of human thought influenced your 
perspective on robots and ethics in 
robotics? 

Of course. I believe that studying 
robots can also teach us a great 
deal about ourselves and our rela-
tionships with other human beings 
and the physical world. Robots are 
not yet conscious creatures, but as 
computing speed increases and we 
learn more both about the human 
brain and artificial intelligence, there 
will be increasingly interesting and 
complex interactions between hu-
mans and robots. These interac-
tions will include the whole range of 
ethical and other philosophical is-
sues which confront humans in 
society. My background in world 
religions has led me to study the 
ways in which different societies 
seek to find meaning in their lives, 
both individually and collectively. I 
believe that increasingly complex 
robots will find places in society 
where interactions with humans will 
go beyond mere completion of as-
signed tasks, but will lead to emo-
tional issues involving anger, at-
tachment, jealousy, envy, admira-
tion, and of course, issues of right 

and wrong, e.g., ethics. I believe 
that it is possible, in fact likely, that 
future robots will behave in ways 
that we may consider “good”, e.g., if 
they help humans or other robots in 
difficulty by being altruistic; or in 
ways we may consider “bad”, such 
as taking advantage of others for 
their own gain. These and other 
forms of behavior are one of the 
major concerns of religion. How-
ever, religion is also concerned with 
the spiritual development of human 
beings; robots are unlikely to be 
concerned with such matters.  

Though for the time being the ques-
tion of “robot rights” seems far 
fetched, do you think that in the 
future this will be an issue human 
society will have to deal with? 

Yes, but I believe that Kurzweil’s 
prediction that robots will demand 
equal rights before the law by 2019, 
(and that by 2029 they will claim to 
be conscious) are somewhat exag-
gerated. Granted that Kurzweil is 
indeed a genius and that many of 
his technical predictions have come 
true, I think that the question of 
robot rights involves a number of 
non-technical social institutions, like 
law, justice, education and govern-
ment as well as the cultural and 
historical background of a particular 
society. As you know, human be-
ings become emotionally attached 
to inorganic objects, including 
automobiles and toys. Clearly, as 
robots acquire more human-like 
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qualities (appearance, voice, man-
nerisms, etc.), human attachments 
to them will grow. Children become 
so attached to toys that they attrib-
ute human qualities to them and 
may become emotionally disturbed 
if the toys are lost or damaged. 
There are stories that US soldiers 
in Iraq had become so attached to 
their Packbots that they become 
emotionally disturbed if their robot 
is damaged or destroyed, and they 
insist on some ceremony to mark 
its demise. Hence, I believe that 
indeed robots will acquire some 
rights, and that society will have to 
learn to deal with such issues. The 
more “conscious” and “intelligent” 
and “human-like” the robots be-
come, the greater will be our at-
tachment to them, and hence our 
desire to award them some rights 
normally reserved for humans. 
Please note that I believe such 
“rights” may be granted spontane-
ously by people, and may become 
tradition and law. I think it is much 
less likely that the robots will de-
mand rights before the law, since 
this implies a high degree of con-
sciousness which is not likely in 
the near future.  

Your paper (together with Patrick 
Lin and Keith Abney) “Autonomous 
Military Robotics: Risk, Ethics and 
Design”1 is the first systematically 
laid out study on this topic which 
has become known to the general 
public and is being cited by news-
papers all over the world. How did 

you get involved in this project and 
did you expect such a resonance?  

Actually, Ronald Arkin's work 
(which has now been published in 
book form) preceded ours, as did 
some of the papers of Noel 
Sharkey and others, although our 
project had significantly more em-
phasis on ethics and philosophical 
issues. As you know from my 
background, I have been inter-
ested in the broader implications of 
technology from my graduate stu-
dent days. Several years ago I saw 
a news item about Patrick Lin who 
had recently joined Cal Poly's Phi-
losophy Department, describing his 
interest in ethical issues in 
nanotechnology and robotics. I 
contacted him, we wrote a pro-
posal on robot ethics, which was 
funded by the Office of Naval Re-
search under an umbrella grant to 
the University after a careful 
evaluation with many competing 
proposals. Patrick, Keith and I get 
along very well, since we have 
different but complementary back-
grounds. We have now submitted a 
major proposal to the National 
Science Foundation to study ethi-
cal issues involving robots in 
health care. This study, if it is ap-
proved and funded, will be done 
jointly with Prof. Maja Mataric at 
USC, and will involve actual robots 
in her laboratory, used in rehabili-
tation projects with patients. I am 
increasingly concerned with the 
lack of attention to ethical issues 
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involving robots in health care, and 
this study will begin to address 
some of them. 

I am glad that you believe there is 
broad interest in our study. From 
my point of view, engineers and 
scientists as a whole are concerned 
with solving technical problems and 
answering scientific questions, and 
they tend to ignore broader social 
issues. And yet, it is clear that all 
technology has dual aspects, and 
may be used for good or evil. This 
is one of the lessons of ancient 
philosophies like Taoism, where 
“good” and “bad” are seen as in-
separable aspects of the same 
reality. In the West we tend to be 
surprised when something devel-
oped for a good purpose is later 
used to produce harm. Certainly 
this was the case with Alfred No-
bel’s invention, and it is true of ro-
botics as well. 

You have pointed out, that robotic 
technology is used increasingly in 
health care, yet there is no wide-
spread discussion of its ethical im-
pact and consequences. Where do 
you see the main challenges of the 
proliferation of robotic technology in 
the different aspects of human so-
ciety? 

This is a very interesting question. 
As I indicated in my response to the 
previous question, one of my con-
tinuing concerns is that engineers 
who design and build robots are not 

concerned with possible ethical 
consequences of their inventions. In 
the past, to insure that no harm 
resulted from new systems, we 
incorporated “fail-safe” features. Of 
course, such design changes may 
come about only after some dam-
age or destruction has occurred. 
With industrial robots, fences, en-
closures and other protective sys-
tems were incorporated only after a 
robot in Japan malfunctioned and 
killed a worker. As robots are in-
creasingly integrated in society, 
both in industry and in the home, 
the possibility of harmful malfunc-
tions will also increase. Again, I 
suspect that many of the design 
features to protect people will not 
come about until some serious 
damage is done. There is a com-
mon belief in the US that new traffic 
control signals are not installed at 
intersections until a child is killed 
there by an automobile. Now, let us 
extrapolate this danger to a time in 
the future, say 20 or 30 or 40 years 
hence, when robots have been 
supplied with computers and soft-
ware systems which enable them to 
display a level of intelligence and 
varieties of behavior approaching 
that of human beings. Clearly, we 
will not be able to predict all possi-
ble unethical actions of such robots. 
After all, Microsoft is not able to 
predict all possible malfunctions of 
a new operating system before it is 
released, but the consequences of 
such malfunctions in robots working 
in close proximity to humans are 



 41 

much more serious. Consider some 
questions: Could a robot misinter-
pret physical punishment of a child 
as a violent act it must prevent, and 
thus cause harm to the parent? Or, 
would be constrained by some new 
version of Asimov’s laws and not be 
able to defend its owner against a 
violent intruder, if it is programmed 
never to injure a human being? If 
the electricity fails in a home, what 
would a household robot do to pro-
tect its own power supply (and 
hence, its very existence? Will there 
be conflicts between robots de-
signed for different functions if they 
interpret commands in a different 
way? 

So, my answer to your question is 
that as robots proliferate in society, 
the potential ethical conflicts will 
also proliferate, and that we will be 
ill-prepared to handle them. There 
will be after-the-fact patches and 
modifications to the robots, both in 
hardware and software, since we 
will be unable to foresee all the 
possible problems from their de-
ployment. Certainly every new gen-
eration of robot designers will at-
tempt to incorporate lessons 
learned from earlier systems, but 
like in other systems, they will be 
constrained by such issues as cost, 
legal restrictions, tradition, and 
competition, to say nothing of the 
difficulty of implementing ethical 
constraints in hardware and soft-
ware. We are moving into un-
charted waters, so that we cannot 

predict the main challenges result-
ing from the introduction of new 
robots.  

 

                                                      

1 http://ethics.calpoly.edu/ ONR_report.pdf. 
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Noel Sharkey: 
Moral and Legal Aspects of Military Robots 
 
How and why did you get interested 
in the field of robots, especially in 
military robots and their ethical chal-
lenges?  

I have been working and conducting 
research and moving around the 
fields of Psychology, Cognitive Sci-
ence, Artificial Intelligence, Engi-
neering, Philosophy, Computer 
Science and Robotics for about 30 
years. I am probably best known in 
the academic world for my work on 
neural network learning. A big moti-
vation for me has been questions 
about the nature of mind that 
started when I was a teenager – I 
still haven’t found the answers. 
Robotics became a favourite be-
cause it is so rich in challenges in a 
great variety of areas from sensing 
and control to construction and 
everything in between. 

My background is not in ethics. I 
have had a private interest in ethical 
issues such as the treatment of 
animals, torture and mistreatment of 
humans, human rights, social jus-
tice and equality, and universal 
rights for children as long as I can 
remember and always like to dabble 
in philosophy but not professionally. 
I have no pretentions to being a 
moral philosopher and don’t even 

have a coherent moral theory (yet). 
So it has all been a very sharp 
learning curve.  

Most of my research now gets 
classed as applied ethics and I 
would describe myself as an ethi-
cal mongrel – a dash of virtue eth-
ics with a bit of duty ethics, a drop 
of the deontological, and a healthy 
helping of consequentialism. I have 
a sense of what I think is fair and 
just and loot and plunder from the 
great ethical thinkers of the past. I 
am not ashamed to admit that I still 
have an incredible amount to learn. 

I came into the area of robot ethics 
and the ethics of emerging tech-
nologies through the backdoor. I 
gained a high public profile in the 
UK through involvement in popular 
BBC TV programmes about robots 
and also from some major museum 
robotics projects – doing science in 
the public eye. This gave me great 
access to the public and led to a 
passion for public engagement and 
to a Research Council fellowship 
(EPSRC) with a remit to both en-
courage more young people into 
science and engineering and to 
engage with the public about is-
sues of concern within my exper-
tise.  
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Engagement means not just talking 
at the public but taking their point of 
view seriously and feeding it back to 
the appropriate bodies and policy 
makers and using the media to 
affect change on their behalf. I am 
very committed to the idea that 
senior academics1 have a respon-
sibility to the public. What I have 
found so attractive about public 
dialogue is that I most often learn 
more from them than they do from 
me. 

My discussions with the public from 
around the world began to become 
more about the ethical issues in the 
application of technology and jour-
nalists were beginning to ask me 
about military robots. (What may 
seem surprising to some people is 
that personal conversations with 
journalists can provide a lot of solid 
information.) So I began to read all 
of the US military plans for robots 
and unmanned systems that I could 
get hold of.  

From my knowledge of the limita-
tions of AI and robotics, this set 
extreme alarm bells ringing. I was 
quite shocked by what I read – par-
ticularly the push toward autono-
mous systems applying lethal force. 
I felt a very strong urge to give pri-
ority to reading and writing and 
letting the public know about the 
dangers of this area. So I immersed 
myself in a study of military issues, 
the laws of war, Just War theory 
and the Geneva conventions and 

the various protocols as well as the 
legal aspects. 

This opened the debate considera-
bly for me and led to more focussed 
discussions and talks with a great 
number of people including the 
military themselves. I have been 
researching and writing both news-
paper and journal articles about the 
issues ever since (as well as about 
a number of other ethical issues).  

Although an increasingly number of 
people is beginning to express 
doubts, you are one of the people in 
the field, who for quite some time 
have been openly critical about the 
use of autonomous military systems 
with lethal potential. How do you 
see your role in the discussion of 
unmanned military systems? 

I like to see myself as an unelected 
representative speaking on behalf 
of the public, to express their con-
cerns and to inform them and policy 
makers about the issues involved.  

I take opportunities to highlight the 
problems as they arise. Thinking 
about it now, I guess that there 
have been five major components 
to my role: 
(i) providing a sanity check on the 

limitations of what the technol-
ogy can do and is unlikely to be 
able to do soon; 

(ii) keeping the issues in the public 
eye through the media and 
keeping a dialogue flowing; 
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(iii) discussing the ethical issues 
with the military; 

(iv) bringing the issues to the atten-
tion of policy makers and trying 
to get international discussion 
going; 

(v) keeping abreast of new devel-
opments both in the military and 
in other areas that might be use-
ful to the military; keeping up to 
date with military plans, calls for 
proposals and new deployment 
and updating the public. 

A lot of my time is taken up with 
these activities. 

Unmanned military systems, though 
yet not fully autonomous, are a 
reality on the battlefields of today. 
What are the main ethical and legal 
challenges concerning the present 
use these of military systems? 

There are many ethical issues and 
challenges facing us with the use of 
unmanned systems (autonomous or 
even man in the loop) that I have 
written about that are too lengthy to 
repeat here. The most pressing 
concern is the protection of the lives 
of innocents regardless of national-
ity, religious affiliation or ideology. 
Allowing robots to make decisions 
about who to kill would fall foul of 
ethical precepts of a Just War under 
jus in bello. 

In particular armed autonomous 
robots are against the spirit of the 
law set down in the Geneva con-

vention under the Principle of Dis-
tinction and the Principle of Propor-
tionality. These are two of the cor-
nerstone of Just War Theory. 

The principle of distinction is there to 
protect civilians, wounded soldiers, 
the sick, the mentally ill, and cap-
tives. The law, simply put, is that we 
must discriminate between combat-
ants and non-combatants and do 
everything in our power to protect 
the latter. In a nutshell the ethical 
problem is that no autonomous ro-
bots or artificial intelligence systems 
have the necessary sensing and 
reasoning capabilities to discriminate 
between combatants and innocents. 
We do not even have a clear defini-
tion anywhere in the laws of war as 
to what a civilian is. The 1949 Ge-
neva Convention requires the use of 
common sense while the 1977 Pro-
tocol 1 essentially defines a civilian 
in the negative sense as someone 
who is not a combatant. 

There is also the Principle of Propor-
tionality which holds that civilian 
casualties are often unavoidable in 
warfare and that the number of civil-
ian deaths should be proportional to 
the military advantage gained. But 
there is no objective measure avail-
able for a computational system to 
calculate such proportionality. It is 
down to a commander’s militarily 
informed opinions and experience. I 
have written about the big problems 
of proportionality calculations for 
humans never mind machines.  
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Yes, humans do make errors and 
can behave unethically, but they 
can be held accountable. Who is to 
be held responsible for the lethal 
mishaps of a robot? Certainly not 
the machine itself. There is a long 
causal chain associated with robots: 
the manufacturer, the programmer, 
the designer, the department of 
defence, the generals or admirals in 
charge of the operation, the opera-
tors, and so on. 

There are a number of ill specified 
dimensions in the Laws of War 
about the protection of innocents 
that are muddied incredibly by in-
surgent warfare. In history, state 
actors have often behaved recipro-
cally – you bomb our civilians and 
we will bomb yours. This is morally 
reprehensible but gets worse when 
we consider non-state actors. Who 
are their civilians? It is like asking 
who are the civilians of any arbitrary 
group such the railway workers or 
the bakers. 

I have recently been thinking 
through the idea of a proportionality 
calculation based on a variant of the 
philosopher John Rawls’ “original 
position”, which was for a thought 
experiment about the principles of 
justice in a free and fair society. 
Rawls’ notion is that representatives 
of citizens are placed behind a “veil 
of ignorance”, that deprives them of 
information about the individuating 
characteristics of the citizens they 
represent. This lack of information 

forces them to be objective about 
the fairness of the social contract 
they are attempting to agree upon. 
Crudely put, it is a little like you 
cutting a pie knowing that I will have 
first choice of portion. 

My “veil of ignorance for proportion-
ality judgments” would similarly 
deprive the decision maker of in-
formation of the nationality, religion 
and ideology of the innocents that 
are likely to be killed. To take an 
extreme example, a baby in my 
country has as much right to protec-
tion as a baby in a country where 
insurgents are fighting. Through the 
veil of ignorance, the baby would 
expect a better chance of survival.  

Ok, so the baby example is a bit 
emotive, but there is another exam-
ple I can use taken from a drone 
strike of a village last year that I 
have written about elsewhere. The 
aim of the strike was to kill an al-
Qaeda leader; a number of children 
were among the dead. In a news-
paper article, senior US military 
were reported to say that they knew 
there was a high risk of killing the 
children, but the leader was such a 
“high value” target, it was worth-
while. (Subsequent DNA analysis of 
the corpses showed that the target 
had not been present in the village.) 

To turn this into a concrete ‘veil of 
ignorance’ example, imagine that 
the commander in charge of the 
strike had just been informed that a 
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party of US school children may be 
visiting the village. Would the calcu-
lation of military advantage change? 

This is a preview of an idea that I am 
working on for a paper and it needs 
more thought and discussion. 

It seems unlikely to win the “hearts 
and minds” of people with military 
robots. Do you think that – for cer-
tain roles – unmanned military sys-
tems do have an eligibility in armed 
conflicts?  

First, I think that you are absolutely 
right about the hearts and minds 
issue. I have been heartened re-
cently by reports from the new head 
of the armed forces in Afghanistan, 
Lt General Stanley McCrystal. He 
seems to have really grasped the 
idea that killing civilians means 
creating many more insurgents and 
is actually fulfilling their goals for 
them. He sees that for every inno-
cent killed, a number of their family 
members will take up arms. I won’t 
take up time with his position here, 
but it is well worth checking out. It is 
a pragmatic rather than an ethical 
approach, but it highly correlates 
with the ethical and may have more 
impact. 

I have no ethical issues against the 
use of unmanned systems for pro-
tecting soldiers in their normal func-
tioning. Improvised explosive de-
vices on roadsides kill very many 
soldiers and even the relatively 

crude robots deployed for disrupting 
these are of great benefit. I would 
much prefer to see some of the 
large budgets that are going into 
armed predators and reapers being 
used to develop better explosives 
detection – detection of explosive at 
a distance. 

There are precedents for weapon 
systems, which have been banned 
from the battlefields, either because 
they lack the ability to discriminate 
or they cause unnecessary suffer-
ing. Could these international trea-
ties act as guidance for how to cope 
with the questions surrounding the 
use of unmanned military systems? 

Yes, these treaties are useful in 
setting out guidance. They are not 
binding and countries can give no-
tice to no longer be signatories. 
Also not everyone signs up to them. 
For example China, Russia and the 
US were not among the 150 coun-
tries banning cluster munitions. 
However, although the US also did 
not sign up for the landmine treaty, 
they behave as if they did. These 
treaties are useful in setting out 
moral standards. 

A similar treaty for unmanned sys-
tems or even armed unmanned 
systems would be much more diffi-
cult – at the very least there would 
be definitional problems. For exam-
ple is a cruise missile an unmanned 
system? There are often academic 
debates about what is considered to 
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be a robot. I have my own ideas of 
course, but we will need a consen-
sus. I would very much like to see, 
at the very least, some serious in-
ternational debate about the possi-
bility of setting up an unmanned 
systems arms control treaty. Prolif-
eration now seems inevitable given 
the military advantages that have 
recently been showcased. 

You could argue that unmanned 
systems are already covered under 
the Geneva Convention and the 
various treaties etc., and this is true 
in a general sense. But I think that 
very serious consideration needs to 
be given specifically to the detailed 
implications of these new weapons 
and how they will impact on civilians 
as they are developed further. 

Some argue that robot weapons are 
just the same as other distance 
weapons and are just a later stage 
in the evolution started by the sling-
shot. I think that robots could be a 
new species of weapon. As they 
develop further they could become 
stand-ins for soldiers or pilots at 
ever greater distances. Unlike mis-
siles or other projectiles, robots can 
carry multi-weapon systems into the 
theatre of operations and act flexi-
bly once in place. 

I am currently working on the idea 
of setting up a Committee for Robot 
Arms Control and would welcome 
any supporters of robot arms con-
trol reading this to get in touch. 

Do you think that concepts to inte-
grate ethical decision making ca-
pacities in automated systems, like 
for example Ronald C. Arkin’s 
“Ethical Governor”, will in the end 
result in systems that can be used 
in compliance with the laws of 
armed conflict and/or ethical con-
siderations? 

Ron’s intentions are good and he 
has very important things to say. 
His motivation is based on his con-
cerns about the ethical behaviour of 
soldiers in battle. He was shocked, 
like many of us, by the US Surgeon 
General’s report of a survey of US 
troops in Iraq. He also, like me be-
lieves that autonomous armed ro-
bots seem to be inevitable. How-
ever, I have serious misgivings 
about his enterprise. 

He says that robots don’t get angry 
and will not seek revenge. I agree, 
but they will also not feel sympathy, 
empathy, compassion, remorse or 
guilt. I believe that these are need-
ed for the kinds of moral judge-
ments required in fighting a just 
war – particularly urban insurgent 
warfare. 

One of the main problems that I see 
for the ethical governor is the dis-
crimination problem. There is abso-
lutely no point, apart from research 
purposes, in having a system of 
rules about ethical behaviour if the 
input does not tell them the right 
information to operate with. 
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We have a side bet running about 
the timescale for solving the dis-
crimination problem. Ron believes 
we will have the discrimination 
technology in operation within the 
next twenty-five years and I think 
that he is being overly optimistic. 
Whichever of us is wrong will buy 
the other a pint of beer. 

Another problem that I have with 
systems like this in general, is that 
they are too black and white – too 
absolute about the rules. The ethical 
governor is a deontological system. 
In war we often need consequential-
ist ethics (with clear moral underpin-
nings) – there are very many cir-
cumstances in war where behaving 
on the basis of the consequences of 
an action is more important than 
blind rule following. The principle of 
proportionality is intrinsically a con-
sequential problem for a start. 

In relation to this last point is that 
the Geneva Convention and all its 
associated bit are not written with 
computer programming in mind. To 
turn it into “if then rules”, will require 
considerable interpretation.  

Soldiers need to do a lot of reason-
ing about moral appropriateness 
(even if they are absolutist, they 
need reasoning to plug into their 
moral judgements). There are 
heart-warming reports of troops in 
the current Middle East conflict 
responding appropriately in a vari-
ety of situations such as letting 

insurgents pass with a coffin and 
taking off their helmets as a mark of 
respect. 

It is not just a case of a conditional 
rule like “if combatant then fire”. My 
worry is that there are a very large, 
possibly infinite set of exceptions 
that we could not predict in advance 
to programme into a computer. I 
know that current AI systems do not 
have the required reasoning abili-
ties and I am not sure when or if 
they will ever have them. 

The final problem that I have with 
such systems (and have to stop 
myself rambling on forever) is they 
may be used to push the develop-
ment of armed autonomous sys-
tems with the promise of “don’t 
worry, everything will be OK soon”. 
With a potential (or apparent) tech-
nological solution in sight, it may 
allay political opposition to deploy-
ment of autonomous killers. 

If armed autonomous robot systems 
are inevitable, work like this will be 
needed. In my view the ethical gov-
ernor will raise more problems than 
it will solve and that is the only way 
to make progress. However, a pref-
erable choice for me would be to 
have the money spent on better 
ethical training of the troops and 
more effective monitoring strategies 
as well as greater accountability. 

Concerning not only military appli-
cations but all aspects of human 
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society, from care for the elderly to 
entertainment, where do you see 
robots and artificial intelligence in 
the foreseeable future?  

I have written quite a lot about the 
areas of military, policing, eldercare 
and companionship, robot nannies 
and medical robotics, but there are 
many more ethical issues in other 
areas of robotics and emerging 
technologies – these are just the 
areas that I have thought about in 
detail.  

There is a lot of cash to be made in 
robotics and they are becoming 
cheaper to manufacture all the time, 
and so we could see them entering 
human society in fairly large num-
bers soon. It is hard to predict their 
scope and tasks as there are many 
creative entrepreneurs and devel-
opers. 

I am not expecting any great leaps 
in AI or the ability of robots to think 
for themselves but I am expecting a 
lot of very clever applications. Many 
of these will be welcome and per-
haps take away the drudgery of 
some of our duller work although I 
don’t think they will cause unem-
ployment any more than the com-
puter did. 

All trends suggest to me that robots 
could enter our lives in many ways 
that we cannot predict – much like 
the internet and the web did. I do 
think, though, that there will be 

many ethical tradeoffs to deal with 
over the benefits and disadvan-
tages of using robots and I suspect 
that there will be human rights is-
sues as well. With large commercial 
interests in play, I guess that the 
biggest worry is that we will be con-
fronted by very many novel applica-
tions before we have had time to 
think them through. 

The keyword “human enhance-
ment”. Which kind of new chal-
lenges are you expecting in this 
field? 

Wow! This is a very big question in 
the disguise of a small one. This is 
not my true area of expertise but I 
have looked into some of the is-
sues for the UK think tank 
2020HealthOrg. Our report will be 
released as a green paper in the 
House of Commons this year. At 
present it is difficult to sort the 
facts from the hopes, the fantasy 
and there are large commercial 
interests at stake. 

I am going to be short and general 
about this one.  

One person’s enhancement can be 
another person’s alleviation of a 
serious disability. For that reason, if 
for none other, there is great hope 
for brain and nervous system im-
plants, new drugs and drug delivery 
implants. There is some great work, 
for example, in overcoming tremors 
in Parkinson’s disease.  
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These applications have their own 
ethical issues. One specific to the 
UK, for example, is about whether 
the tax payer should foot the bill. 
The application for illness is not 
really classed as enhancement, but 
it is not always easy to draw the 
line. For example, what if we can 
enhance the ability to learn, and we 
use it to bring people with learning 
difficulties towards the norm. That in 
itself will, by definition, change the 
norm and so more people will need 
to be enhanced and so on. 

One of the important ethical con-
cerns is about deceit – the secret 
use of enhancement to gain advan-
tage (think Olympic doping). For 
example a device (or drug) may be 
used to temporarily enhance intelli-
gence to do better on examination, 
entrance tests or to deceive a po-
tential employer. Let us be clear 
that legislation is unlikely to stop 
this practice any more than it stops 
the use of illegal drugs at present.  

Another issue that concerns me is 
the inequity that could be created 
between the wealthy and the poor. 
The wealthy have big enough ad-
vantages as it is with the education 
system. At least now, those with 
strong analytical skills from a poor 
background can still work their way 
into top jobs. Expensive enhance-
ment could see an end to that. 

I will finish with one bit of specula-
tion. A big issue that people of the 

future might have to face is “dis-
enhancement”. If we have the tech-
nology to enhance people cogni-
tively and physically, we could turn 
it around to do the opposite. We 
have all heard of psychiatric drugs 
being used on political dissidents in 
the former Soviet Union. Political 
landscapes can change rapidly as 
well as treatment of criminals and 
what constitutes a crime (political or 
otherwise). We could end up with 
some very powerful tools to con-
strain people’s thoughts and ac-
tions. 

I have no doubt that we will be 
hearing a lot more about the ethical 
issues associated with implants 
over the coming years. 

 

                                                      
1 I say “senior academics” because it is not a 
well rewarded career move although that is 
beginning to change in the UK. 
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Armin Krishnan: 
Ethical and Legal Challenges 
 
How and why did you get interested 
in the field of military robots? 

I got interested in military robots 
more by accident than by design. I 
was originally specialized in political 
philosophy and I later became in-
terested in the privatization of war-
fare, a tendency which seems to 
fundamentally weaken the institu-
tion of the modern nation state, as it 
is built on the idea of a monopoliza-
tion of legitimate force within a terri-
tory and the suppression of illegiti-
mate violence deployed beyond its 
borders. Of course, I came across 
Peter Singer’s excellent book on 
Private Military Firms, which meant 
for me that I needed to find a 
slightly different research problem. 
After looking for some time inten-
sively for a good and original angle, 
I ended up researching the trans-
formation of defense and national 
security industries in terms of shift-
ing from a manufacturing based 
business concept to a services 
based business concept. The intro-
duction of high-tech weapons, sen-
sors, and communications meant 
for the armed forces a greater reli-
ance on contractors for a great 
variety of tasks, most of them, how-
ever, related to maintaining and 
operating technology and not com-

bat. This is not surprising, as mer-
cenaries have always been a mar-
ginal phenomenon in military his-
tory, apart from some brief and 
exceptional periods where they 
prospered and where they could 
influence the outcome of major 
wars.  

Anyway, when I was doing my re-
search on military privatization and 
technology I figured that automation 
is one of biggest trends in the de-
fense sector. Following the invasion 
in Afghanistan in late 2001 there 
has been a substantial increase in 
the use of military robots by the US 
military. Many defense projects 
started in the late 1990s, especially 
in the aerospace field, are relying 
on automation and robotics. They 
are aimed at developing systems 
that are either completely un-
manned or are so automated that 
they require fewer crew members to 
operate a platform or system. I 
knew that there had been outland-
ish efforts by DARPA of building a 
robot army in the 1980s and that 
very little came out of it. This was 
the very stuff of the 1984 Termina-
tor movie, which also highlighted 
public fears that machines could 
take over, or at least take away our 
jobs. So four or five years ago I was 
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observing a growth in the field of 
military robotics, but I was still very 
sceptical about the so-called Revo-
lution in Military Affairs and military 
robots. These weapons and sys-
tems seemed only able to contrib-
ute very little to the military chal-
lenges at hand, namely dealing with 
internal conflicts characterized by 
guerrilla warfare and terrorism. On 
the other hand, I realized that it 
sometimes does not matter whether 
a particular weapon or technology is 
effective with regard to dealing with 
present challenges. The lure of new 
technology is so great that concerns 
about usefulness can be ignored 
and that a new weapon or technol-
ogy will eventually find its own pur-
pose and application. Automation 
and robotics has proved to be fea-
sible and useful in many other so-
cietal contexts and industries. The 
armed forces cannot be artificially 
kept at a lower technological level 
and there are clearly military appli-
cations of robotics. I realized that it 
was only a matter of time before the 
military will take full advantage of 
new technologies such as robotics, 
no matter what. The next logical 
step was to consider the implica-
tions of having military robots fight-
ing our wars. While precision weap-
ons have helped to remove the 
human operator as far from danger 
as possible, wars fought by robots 
would actually mean that no human 
operators would need to be put at 
risk at all. This is indeed a very 
interesting problem from an ethical 

perspective: what is the justification 
for using force and for killing other 
people, who we may regard as our 
enemies, if this could be done with-
out putting any lives at risk and 
without sacrifice? Would this be a 
much more humane way of waging 
war, or its ultimate perversion? This 
question kept me thinking for a 
while and encouraged me to write a 
book on the topic of the legality and 
ethicality of autonomous weapons. 
Unfortunately, I still have not yet 
found the ultimate answer to this 
question. Maybe the answer will just 
lie in what society ultimately de-
cides to do with a technology that is 
so powerful that it may deprive us of 
purpose and meaning in the long 
run, as more and more societal 
functions are getting automated.  

In your recent book “Killer Robots: 
The Legality and Ethicality of 
Autonomous Weapons” you explore 
the ethical and legal challenges of 
the use of unmanned systems by 
the military. What would be your 
main findings? 

The legal and ethical issues in-
volved are very complex. I found 
that the existing legal and moral 
framework for war as defined by the 
laws of armed conflict and Just War 
Theory is utterly unprepared for 
dealing with many aspects of ro-
botic warfare. I think it would be 
difficult to argue that robotic or 
autonomous weapons are already 
outlawed by international law. What 
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does international law actually re-
quire? It requires that noncombat-
ants are protected and that force is 
used proportionately and only di-
rected against legitimate targets. 
Current autonomous weapons are 
not capable of generally distinguish-
ing between legitimate and illegiti-
mate targets, but does this mean 
that the technology could not be 
used discriminatively at all, or that 
the technology will not improve to 
an extent that it is as good or even 
better in deciding which targets to 
attack than a human? Obviously 
not. How flawless would the tech-
nology be required to work, any-
way?  

Should we demand a hundred per-
cent accuracy in targeting deci-
sions, which would be absurd only 
looking at the most recent Western 
interventions in Kosovo, Afghani-
stan and Iraq, where large numbers 
of civilians died as a result of bad 
human decisions and flawed con-
ventional weapons that are perfectly 
legal. Could not weapons that are 
more precise and intelligent than 
present ones represent a progress 
in terms of humanizing war? I don’t 
think that there is at the moment 
any serious legal barrier for armed 
forces to introduce robotic weap-
ons, even weapons that are highly 
automated and capable of making 
own targeting decisions. It would 
depend on the particular case when 
they are used to determine whether 
this particular use violated interna-

tional law, or not. The development 
and possession of autonomous 
weapons is clearly not in principle 
illegal and more than 40 states are 
developing such weapons, indicat-
ing some confidence that legal is-
sues and concerns could be re-
solved in some way. More interest-
ing are ethical questions that go 
beyond the formal legality. For sure, 
legality is important, but it is not 
everything. Many things or behav-
iors that are legal are certainly not 
ethical.  

So one could ask, if autonomous 
weapons can be legal would it also 
be ethical to use them in war, even 
if they were better at making tar-
geting decisions than humans? 
While the legal debate on military 
robotics focuses mostly on existing 
or likely future technological capa-
bilities, the ethical debate should 
focus on a very different issue, 
namely the question of fairness 
and ethical appropriateness. I am 
aware that “fairness” is not a re-
quirement of the laws of armed 
conflict and it may seem odd to 
bring up that point at all. Political 
and military decision-makers who 
are primarily concerned about pro-
tecting the lives of soldiers they are 
responsible for clearly do not want 
a fair fight. This is a completely 
different matter for the soldiers 
who are tasked with fighting wars 
and who have to take lives when 
necessary. Unless somebody is a 
psychopath, killing without risk is 
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psychologically very difficult. Tele-
operators of the armed Predator 
UAVs actually seem to suffer from 
higher levels of stress than jet pi-
lots who fly combat missions. Re-
mote controlling or rather supervis-
ing robotic weapons is not a job 
well suited for humans or a job 
soldiers would particularly like to 
do. So why not just leave tactical 
targeting decisions to an auto-
mated system (provided it is reli-
able enough) and avoid this psy-
chological problem? This brings 
the problem of emotional disen-
gagement from what is happening 
on the battlefield and the problem 
of moral responsibility, which I 
think is not the same as legal re-
sponsibility. Autonomous weapons 
are devices rather than tools. They 
are placed on the battlefield and do 
whatever they are supposed to do 
(if we are lucky). The soldiers who 
deploy these weapons are reduced 
to the role of managers of violence, 
who will find it difficult to ascribe 
individual moral responsibility to 
what these devices do on the bat-
tlefield. Even if the devices function 
perfectly and only kill combatants 
and only attack legitimate targets, 
we will not feel ethically very com-
fortable if the result is a one-sided 
massacre. Any attack by autono-
mous weapons that results in 
death could look like a massacre 
and could be ethically difficult to 
justify, even if the target somehow 
deserved it. No doubt, it will be 
ethically very challenging to find 

acceptable roles and missions for 
military robots, especially for the 
more autonomous ones. In the 
worst case, warfare could indeed 
develop into something in which 
humans only figure as targets and 
victims and not as fighters and 
deciders. In the best case, military 
robotics could limit violence and 
fewer people will have to suffer 
from war and its consequences. In 
the long term, the use of robots 
and robotic devices by the military 
and society will most likely force us 
to rethink our relationship with the 
technology we use to achieve our 
ends. Robots are not ordinary 
tools, but they have the potential 
for exhibiting genuine agency and 
intelligence. At some point soon, 
society will need to consider the 
question of what are ethically ac-
ceptable uses of robots. Though 
“robot rights” still look like a fan-
tasy, soldiers and other people 
working with robots are already 
responding emotionally to these 
machines. They bond with them 
and they sometimes attribute to the 
robots the ability to suffer. There 
could be surprising ethical implica-
tions and consequences for mili-
tary uses of robots.  

Do you think that using automated 
weapon systems under the premise 
of e.g. John Canning’s concept 
(targeting the weapon systems 
used and not the soldier using it) or 
concepts like “mobility kill” or “mis-
sion kill“ (where the primary goal is 
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to deny the enemy his mission, not 
to kill him) are ethically practicable 
ways to reduce the application of 
lethal force in armed conflicts?  

John Canning was not a hundred 
percent happy with how I repre-
sented his argument in my book, so 
I will try to be more careful in my 
answer. First of all, I fully agree with 
John Canning that less than lethal 
weapons are preferable to lethal 
weapons and that weapons that 
target “things” are preferable to 
weapons that target humans. If it is 
possible to successfully carry out a 
military mission without using lethal 
force, then it should be done in this 
way.  

In any case it is a very good idea to 
restrict the firepower that autono-
mous weapons would be allowed to 
control. The less firepower they 
control, the less damage they can 
cause when they malfunction or 
when they make bad targeting deci-
sions. In an ideal case the weapon 
would only disarm or temporarily 
disable human enemies. If we could 
decide military conflicts in this man-
ner, it would be certainly a great 
progress in terms of humanizing 
war. I have no problem with this 
ideal. Unfortunately, it will probably 
take a long time before we get any-
where close to this vision. Nonlethal 
weapons have matured over the 
last two decades, but they are still 
not yet considered to be generally a 
reasonable alternative to lethal 

weapons in most situations. In con-
flict zones soldiers still prefer life 
ammunition to rubber bullets or 
TASERS since real bullets guaran-
tee an effect and nonlethal weap-
ons don’t guarantee to stop an at-
tacker. Pairing nonlethal weapons 
with robots offers a good comprise, 
as no lives would be at stake in 
case nonlethal weapons prove inef-
fective. On the other hand, it would 
mean to allow a robot targeting 
humans in general. It is not very 
likely that robots will be able to dis-
tinguish between a human who is a 
threat and a human who isn’t. It is 
hard enough for a computer or ro-
bot to recognize a human shape –
 recognizing a human and that this 
human carries a weapon and is a 
threat is much more difficult. This 
means that many innocent civilians, 
who deserve not to be targeted at 
all, are likely to be targeted by such 
a robot. The effects of the nonlethal 
weapon would need to be very mild 
in order to make the general target-
ing of civilians permissible. There 
are still serious concerns about the 
long term health effects of the Ac-
tive Denial System, for example.  

To restrict autonomous weapons to 
targeting “things” would offer some 
way out of the legal dilemma of 
targeting innocent civilians, which is 
obviously illegal. If an autonomous 
weapon can reliably identify a tank 
or a fighter jet, then I would see no 
legal problem to allow the weapon 
to attack targets that are clearly 
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military. Then again it would depend 
on the specific situation and the 
overall likelihood that innocents 
could be hurt. Destroying military 
targets requires much more fire-
power than targeting individuals or 
civilian objects. More firepower 
always means greater risk of collat-
eral damage. An ideal scenario for 
the use of such autonomous weap-
ons would be their use against an 
armored column approaching 
through uninhabited terrain. That 
was a likely scenario for a Soviet 
attack in the 1980s, but it is a very 
unlikely scenario in today’s world. 
The adversaries encountered by 
Western armed forces deployed in 
Iraq or in Afghanistan tend to use 
civilian trucks and cars, even 
horses, rather than tanks or fighter 
jets. A weapon designed to auto-
nomously attack military “things” is 
not going to be of much use in such 
situations. Finally, John Canning 
proposed a “dial-a-autonomy” func-
tion that would allow the weapon to 
call for help from a human operator 
in case lethal force is needed. This 
is some sort of compromise for the 
dilemma of giving the robot lethal 
weapons and the ability to target 
humans with nonlethal weapons 
and of taking advantage of automa-
tion without violating international 
law. I do not know whether this 
approach will work in practice, but 
one can always be hopeful. Most 
likely weapons of a high autonomy 
will only be useful in high-intensity 
conflicts and they will have to con-

trol substantial firepower in order to 
be effective against military targets. 
Using autonomous weapons 
amongst civilians, even if they con-
trol only nonlethal weapons, does 
not seem right to me.  

In your book you also put the focus 
on the historical developments of 
automated weapons. Where do you 
see the new dimension in modern 
unmanned systems as opposed to 
for example intelligent ammunitions 
like the cruise missile or older 
teleoperated weapon systems like 
the “Goliath” tracked mine during 
the Second World War.  

The differences between remotely 
controlled or purely automated sys-
tems and current teleoperated sys-
tems like Predator are huge. The 
initial challenge in the development 
of robotics was to make automatons 
mechanically work. Automatons 
were already built in Ancient times, 
were considerably improved by the 
genius of Leonardo da Vinci, and 
were eventually perfected in the late 
18th century. Automatons are ex-
tremely limited in what they can do 
and there were not many useful 
applications for them. Most of the 
time they were just used as toys or 
for entertainment. In terms of mili-
tary application there was the de-
velopment of the explosive “mine” 
that could trigger itself, which is 
nothing but a simple automaton. 
The torpedo and the “aerial tor-
pedo” developed in the First World 
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War are also simple automatons 
that were launched in a certain 
direction with the hope of destroying 
something valuable. In principle, the 
German V1 and V2 do not differ 
that much from earlier and more 
primitive automated weapons. With 
the discovery of electricity and the 
invention of radio it became possi-
ble to remote control weapons, 
which is an improvement over 
purely automated weapons in so far 
as the human element in the weap-
ons system could make the remote 
controlled weapon more versatile 
and more intelligent. For sure, re-
mote controlled weapons were no 
great success during the Second 
World War and they were therefore 
largely overlooked by military histo-
rians.  

A main problem was that the opera-
tor had to be in proximity to the 
weapon and that it was very easy to 
make the weapon ineffective by 
cutting the communications link 
between operator and weapon. 
Now we have TV control, satellite 
links and wireless networks that 
allow an operator to have sufficient 
situational awareness without any 
need of being close to the remotely 
controlled weapon. This works very 
well, for the moment at least, and 
this means that many armed forces 
are interested in acquiring teleoper-
ated systems like Predator in 
greater numbers. The US operates 
already almost 200 of them. The UK 
operates two of the heavily armed 

Reaper version of the Predator and 
has several similar types under 
development. The German Bundes-
wehr is determined to acquire 
armed UAVs and currently consid-
ers buying the Predator. Most of the 
more modern armed forces around 
the world are in the stage of intro-
ducing such weapons and, as 
pointed out before, the US already 
operates substantial numbers of 
them. The new dimension of Preda-
tor opposed to the V1 or Goliath is 
that it combines the strengths of 
human intelligence with an effective 
way of operating the weapon with-
out any need of having the operator 
in close proximity. Technologically 
speaking the Predator is not a ma-
jor breakthrough, but militarily its 
success clearly indicates that there 
are roles in which “robotic” systems 
can be highly effective and even 
can exceed the performance of 
manned systems. The military was 
never very enthusiastic about using 
automated and remote controlled 
system, apart from mine warfare, 
mainly because it seemed like a 
very ineffective and costly way for 
attacking the enemy. Soldiers and 
manned platforms just perform 
much better.  

This conventional wisdom is now 
changing. The really big step 
would be the development of truly 
autonomous weapons that can 
make intelligent decisions by 
themselves and that do not require 
an operator in order to carry out 
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their missions. Technology is 
clearly moving in that direction. For 
some roles, such as battlespace 
surveillance, an operator is no 
longer necessary. A different mat-
ter is of course the use of lethal 
force. Computers are not yet intel-
ligent enough that we could feel 
confident about sending an armed 
robot over the hill and hope that 
the robot will fight effectively on its 
own while obeying the conventions 
of war. Certainly, there is a lot of 
progress in artificial intelligence 
research, but it will take a long time 
before autonomous robots can be 
really useful and effective under 
the political, legal and ethical con-
straints under which modern armed 
forces have to operate. Again in-
troducing autonomous weapons on 
a larger scale would require a re-
cord of success for autonomous 
weapons that proves the technol-
ogy works and can be useful. 
Some cautious steps are taken in 
that direction by introducing armed 
sentry robots, which guard borders 
and other closed off areas. South 
Korea, for example, has introduced 
the Samsung Techwin SGR-1 sta-
tionary sentry robot, which can 
operate autonomously and controls 
lethal weapons. There are many 
similar systems that are field tested 
and these will establish a record of 
performance. If they perform well 
enough, armed forces and police 
organizations will be tempted to 
use them in offensive roles or 
within cities. If that happened, it 

would have to be considered a 
major revolution or discontinuity in 
the history of warfare and some 
might argue even in the history of 
mankind, as Manuel DaLanda has 
claimed.  

Do you think that there is a need for 
international legislation concerning 
the development and deployment of 
unmanned systems? And how 
could a legal framework of regula-
tions for unmanned systems look 
like? 

The first reflex to a new kind of 
weapon is to simply outlaw it. The 
possible consequences of robotic 
warfare could be similarly serious 
as those caused by the invention of 
the nuclear bomb. At that time (es-
pecially in the 1940s and 1950s) 
many scientists and philosophers 
lobbied for the abolition of nuclear 
weapons. As it turned out, the 
emerging nuclear powers were not 
prepared to do so. The world came 
several times close to total nuclear 
war, but we have eventually man-
aged to live with nuclear weapons 
and there is reasonable hope that 
their numbers could be reduced to 
such an extent that nuclear war, if it 
should happen, would at least no 
longer threaten the survival of man-
kind. There are lots of lessons that 
can be learned from the history of 
nuclear weapons with respect to the 
rise of robotic warfare, which might 
have similar, if not greater reper-
cussions for warfare.  
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I don’t think it is possible to effec-
tively outlaw autonomous weapons 
completely. The promises of this 
technology are too great to be ig-
nored by those nations capable of 
developing and using this technol-
ogy. Like nuclear weapons auto-
nomous weapons might only indi-
rectly affect the practice of war. 
Nations might decide to come to 
rely on robotic weapons for their 
defense. Many nations will stop 
having traditional air forces be-
cause they are expensive and the 
roles of manned aircraft can be 
taken over by land based systems 
and unmanned systems. I would 
expect the roles of unmanned sys-
tems to be first and foremost de-
fensive. One reason for this is that 
the technology is not available to 
make them smart enough for many 
offensive tasks. The other reason 
is that genuinely offensive roles for 
autonomous weapons may not be 
ethically acceptable. A big question 
will be how autonomous should 
robotic systems be allowed to be-
come and how to measure or de-
fine this autonomy. Many existing 
weapons can be turned into robots 
and their autonomy could be sub-
stantially increased by some soft-
ware update. It might not be as 
difficult for armed forces to transi-
tion to a force structure that incor-
porates many robotic and auto-
mated systems. So it is quite likely 
that the numbers of unmanned 
systems will continue to grow and 
that they will replace lots of sol-

diers or take over many jobs that 
still require humans.  

At the same time, armed conflicts 
that are limited internal conflicts will 
continue to be fought primarily by 
humans. They will likely remain 
small scale and low tech. Interstate 
conflict, should it still occur, will 
continue to become ever more high-
tech and potentially more destruc-
tive. Hopefully, politics will become 
more skilled to avoid these conflicts. 
All of this has big consequences for 
the chances of regulating autono-
mous weapons and for the ap-
proaches that could be used. I think 
it would be most important to re-
strict autonomous weapons to 
purely defensive roles. They should 
only be used in situations and in 
circumstances when they are not 
likely to harm innocent civilians. As 
mentioned before, this makes them 
unsuitable for low-intensity conflicts. 
The second most important thing 
would be to restrict the proliferation 
of autonomous weapons. At the 
very least the technology should not 
become available to authoritarian 
regimes, which might use it against 
their own populations, and to non-
state actors such as terrorists or 
private military companies. Finally, 
efforts should be made to prevent 
the creation of superintelligent 
computers that control weapons or 
other important functions of society 
and to prevent “doomsday systems” 
that can automatically retaliate 
against any attack. These are still 
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very hypothetical dangers, but it is 
probably not too soon to put regula-
tory measures in place, or at least 
not too soon for having a public and 
political debate on these dangers.  

Nonproliferation of robotic technol-
ogy to nonstate actors or authoritar-
ian regimes, which I think defini-
tively an essential goal, might be 
possible for dedicated military sys-
tems but seems to be something 
which might not be easily achieved 
in general, as already can be seen 
by the use of unmanned systems by 
the Hamas. In addition the spread 
of robot technology in the society in 
nonmilitary settings will certainly 
make components widely commer-
cially available. How do you see the 
international community countering 
this threat? 

Using a UAV for reconnaissance is 
not something really groundbreak-
ing for Hamas, which is a large 
paramilitary organization with the 
necessary resources and political 
connections. Terrorists could have 
used remote-controlled model air-
craft for terrorist attacks already 
more than thirty years ago. Appar-
ently the Red Army Fraction wanted 
to kill the Bavarian politician Franz-
Josef Strauß in 1977 with a model 
aircraft loaded with explosives. This 
is not a new idea. For sure the 
technology will become more widely 
available and maybe future terror-
ists will become more technically 
skilled. If somebody really wanted 

to use model aircraft in that way or 
to build a simple UAV that is con-
trolled by a GPS signal, it can 
clearly be done. It is hard to say 
why terrorists have not used such 
technology before. Robotic terror-
ism is still a hypothetical threat 
rather than a real threat. Once ter-
rorists start using robotic devices for 
attacks it will certainly be possible 
to put effective countermeasures in 
place such as radio jammers. There 
is a danger that some of the com-
mercial robotic devices that are 
already on the market or will be on 
the market soon could be converted 
into robotic weapons. Again that is 
possible, but terrorists would need 
to figure out effective ways of using 
such devices.  

Generally speaking, terrorists tend 
to be very conservative in their 
methods and as long as their cur-
rent methods and tactics “work” 
they have little reason to use new 
tactics that require more technical 
skills and more difficult logistics, 
unless those new tactics would be 
much more effective. I don’t think 
that would be already the case. At 
the same time, it would make sense 
for governments to require manu-
facturers of robotic devices to limit 
the autonomy and uses of these 
devices, so that they could not be 
converted easily into weapons. I 
think from a technical point of view 
that would be relatively easy to do. 
National legislation would suffice 
and it would probably not require 
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international agreements. To tackle 
the proliferation of military robotics 
technology to authoritarian regimes 
will be much more challenging. 
Cruise missile technology has pro-
liferated quickly in the 1990s and 
more than 25 countries can build 
them. Countries like Russia, Ukra-
ine, China, and Iran have prolifer-
ated cruise missile technology and 
there is little the West can do about 
it, as cruise missiles are not suffi-
ciently covered by the Missile 
Technology Control Regime. What 
would be needed is something like 
a military robotics control regime 
and hopefully enough countries 
would sign up for it. 

A lot of people see the problem of 
discrimination and proportionality as 
the most pressing challenges con-
cerning the deployment of un-
manned systems. Which are the 
issues you think need to be tackled 
right now in the field of law of armed 
combat? 

I think most pressing would be to 
define autonomous weapons under 
international law and agree on 
permissible roles and functions for 
these weapons. What is a military 
robot or an “autonomous weapon” 
and under which circumstances 
should the armed forces be allowed 
to use them? It will be very difficult 
to get any international consensus 
on a definition, as there are differ-
ent opinions on what a “robot” is or 
what constitutes “autonomy”. At the 

same time, for any kind of interna-
tional arms control treaty to work it 
has to be possible to monitor com-
pliance to the treaty. Otherwise the 
treaty becomes irrelevant. For ex-
ample, the Biological and Toxin 
Weapons Convention of 1972 out-
lawed biological weapons and any 
offensive biological weapons re-
search, but included no possibility 
of monitoring compliance through 
on-site inspections. As a result, the 
Soviet Union violated the treaty on 
massive scale. If we want to con-
strain the uses and numbers of 
military robots effectively we really 
need a definition that allows deter-
mining whether or not a nation is in 
compliance with these rules. If we 
say teleoperated systems like 
Predator are legal, while autono-
mous weapons that can select and 
attack targets by themselves would 
be illegal, there is a major problem 
with regard to arms control verifica-
tion. Arms controllers would most 
likely need to look very closely at 
the weapons systems, including the 
source code for its control system, 
in order to determine the actual 
autonomy of the weapon. A 
weapon like Predator could theo-
retically be transformed from a 
teleoperated system to an autono-
mous system through a software 
upgrade. This might not result in 
any visible change on the outside. 
The problem is that no nation 
would be likely to give arms con-
trollers access to secret military 
technology. So how can we monitor 
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compliance? One possibility would 
be to set upper limits for all military 
robots of a certain size no matter 
whether they would be teleoperated 
or autonomous. This might be the 
most promising way to go about 
restricting military robots. Then 
again, it really depends on how one 
defines military robots. Under many 
definitions of robots a cruise missile 
would be considered a robot, espe-
cially as they could be equipped 
with a target recognition system 
and AI that allows the missile to 
select targets by itself. So there is a 
big question how inclusive or ex-
clusive a definition of “military ro-
bot” should be. If it is too inclusive 
there will never be an international 
consensus, as nations will find it 
difficult to agree on limiting or abol-
ishing weapons they already have. 
If the definition is too exclusive, it 
will be very easy for nations to cir-
cumvent any treaty by developing 
robotic weapons that would not fall 
under this definition and would thus 
be exempted from an arms control 
treaty.  

Another way to go about arms con-
trol would be to avoid any broad 
definition of “military robot” or 
“autonomous weapon” and just 
address different types of robotic 
weapons in a whole series of differ-
ent arms control agreements. For 
example, a treaty on armed un-
manned aerial vehicles of a certain 
size, another treaty on armed un-
manned land vehicles of a certain 

size, and so on. This will be even 
more difficult or at least time con-
suming to negotiate, as different 
armed forces will have very different 
requirements and priorities with 
regard to acquiring and utilizing 
each of these unmanned systems 
categories. Once a workable ap-
proach is found in terms of defini-
tions and classifications, it would be 
crucial to constrain the role of mili-
tary robots to primarily defensive 
roles such as guard duty in closed 
off areas. Offensive robotic weap-
ons such as Predator or cruise mis-
siles that are currently teleoperated 
or programmed to attack a certain 
area/target, but that have the poten-
tial of becoming completely au-
tonomous relatively soon, should be 
clearly limited in numbers, no mat-
ter whether or not they already have 
to be considered autonomous. At 
the moment, this is not urgent as 
there are technological constraints 
with respect to the overall number 
of teleoperated systems that can be 
operated at a given time. In the 
medium to long-term these con-
straints could be overcome and it 
would be important to have an arms 
control treaty on upper limits for the 
numbers of offensive unmanned 
systems that the major military 
powers would be allowed to have.  

Apart from the Missile Technology 
Control Regime, there seem to be 
no clear international regulations 
concerning the use of unmanned 
systems. What is the relevance of 
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customary international law, like the 
Martens Clause, in this case? 

Some academics take the position 
that “autonomous weapons” are 
already illegal under international 
law, even if they are not explicitly 
prohibited, as they go against the 
spirit of the conventions of war. For 
example, David Isenberg claims 
that there has to be a human in the 
loop in order for military robots to 
comply with customary international 
law. In other words, teleoperated 
weapons are OK, but autonomous 
weapons are illegal. This looks like 
a reasonable position to have, but 
again the devil is in the detail. What 
does it actually mean that a human 
is “in the loop” and how do we de-
termine that a human was in the 
loop post facto?  

I already mentioned this problem 
with respect to arms control. It is 
also a problem for monitoring the 
compliance to the jus in bello. As 
the number of unmanned systems 
grows, the ratio between teleopera-
tors and unmanned systems will 
change with fewer and fewer hu-
mans operating more and more 
robots at a time. This means most 
of the time these unmanned sys-
tems will make decisions by them-
selves and humans will only inter-
vene when there are problems. So 
one can claim that humans remain 
in the loop, but in reality the role of 
humans would be reduced to that of 
supervision and management. Be-

sides there is a military tradition of 
using self-triggering mines and 
autonomous weapons have many 
similarities with mines. Although 
anti-personnel land mines are out-
lawed, other types of mines such as 
sea mines or anti-vehicle mines are 
not outlawed. I think it is difficult to 
argue that autonomous weapons 
should be considered illegal weap-
ons under customary international 
law. Nations have used remote-
controlled and automated weapons 
before in war and that was never 
considered to be a war crime in 
itself.  

The bigger issue than the question 
of the legality of the weapons them-
selves is their usage in specific 
circumstances. If a military robot is 
used for deliberately attacking civil-
ians, it would be clearly a violation 
of the customs of war. In this case it 
does not matter that the weapon 
used was a robot rather than an 
assault rifle in the hands of a sol-
dier. Using robots for violating hu-
man rights and the conventions of 
war does not change anything with 
regard to illegality of such practices. 
At the same time, using an autono-
mous weapon to attack targets that 
are not protected by the customs of 
war does not seem to be in itself to 
be illegal or run counter the conven-
tions of war. Autonomous weapons 
would only be illegal if they were 
completely and inherently incapable 
of complying with the customs of 
war. Even then the decision about 
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the legality of autonomous weapons 
would be primarily a political deci-
sion rather than a legal decision. 
For example, nuclear weapons are 
clearly weapons that are not dis-
criminative and that are dispropor-
tionate in their effects. They should 
be considered illegal under custom-
ary international law, but we are still 
far away from outlawing nuclear 
weapons. The established nuclear 
powers are still determined to keep 
sizeable arsenals and some states 
still seek to acquire them. One 
could argue that nuclear weapons 
are just the only exception from the 
rule because of their tremendous 
destructive capability that makes 
them ideal weapons for deterrence. 
Furthermore, despite the fact that 
nuclear weapons are not explicitly 
outlawed there is a big taboo on 
their use. Indeed, nuclear weapons 
have never been used since the 
Second World War. It is possible 
that in the long run autonomous 
weapons could go down a very 
similar path.  

The technologically most advanced 
states are developing autonomous 
weapons in order to deter potential 
adversaries. But it is possible that a 
taboo against their actual usage in 
war might develop. In military con-
flicts where the stakes remain rela-
tively low such as in internal wars a 
convention could develop not to use 
weapons with a high autonomy, 
while keeping autonomous weap-
ons ready for possible high-intensity 

conflicts against major military pow-
ers, which have fortunately become 
far less likely. This is of course just 
speculation.  

Another aspect which has come up 
in the discussion of automated 
weapon systems is the locus of 
responsibility. Who is to be held 
responsible for whatever actions the 
weapons systems takes? This may 
not be a big issue for teleoperated 
systems but gets more significant 
the more humans are distanced 
from “the loop”. 

Are we talking about legal or moral 
responsibility? I think there is a dif-
ference. The legal responsibility for 
the use of an autonomous weapon 
would still need to be defined. 
Armed forces would need to come 
up with clear regulations that define 
autonomous weapons and that re-
strict their usage. Furthermore, 
there would need to be clear safety 
standards for the design of autono-
mous weapons. The manufacturer 
would also have to specify the exact 
limitations of the weapon. The legal 
responsibility could then be shared 
between a military commander, who 
made the decision to deploy an 
autonomous weapon on the battle-
field and the manufacturer, which 
built the weapon. If something goes 
wrong one could check whether a 
commander adhered to the regula-
tions when deploying the system 
and whether the system itself func-
tioned in the way guaranteed by the 
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manufacturer. Of course, the tech-
nology in autonomous weapons is 
very complex and it will be techni-
cally challenging to make these 
weapons function in a very predict-
able fashion, which would be the 
key to any safety standard. If an 
autonomous weapon was not suffi-
ciently reliable and predictable, it 
would be grossly negligent of a gov-
ernment to allow the deployment of 
such weapons in the first place. 
With respect to moral responsibility 
the matter is much more compli-
cated. It would be difficult for indi-
viduals to accept any responsibility 
for actions that do not originate from 
themselves. There is a big danger 
that soldiers get morally “disen-
gaged” and that they no longer feel 
guilty about the loss of life in war 
once robots decide whom to kill. As 
a result, more people could end up 
getting killed, which is a moral prob-
lem even if the people killed are 
perfectly legal targets under interna-
tional law. The technology could 
affect our ability to feel compassion 
for our enemies. Killing has always 
been psychologically very difficult 
for the great majority of people and 
it would be better if it stayed that 
way. One way to tackle the problem 
would be to give the robot itself a 
conscience. However, what is cur-
rently discussed as a robot con-
science is little more than a system 
of rules. These rules may work well 
from an ethical perspective, or they 
may not work well. In any case such 
a robot conscience is no substitute 

for human compassion and ability to 
feel guilty about wrongdoings. We 
should be careful with taking that 
aspect of war away. In particular, 
there is the argument that bombers 
carrying nuclear weapons should 
continue to be manned, as humans 
will always be very reluctant to pull 
the trigger and will only do so in 
extreme circumstances. For a robot 
pulling the trigger is no problem, as 
it is just an algorithm that decides 
and as the robot will always remain 
ignorant of the moral consequences 
of that decision.  

In addition to the common ques-
tions concerning autonomous un-
manned systems and discrimination 
and proportionality you have also 
emphasized the problem of targeted 
killing. Indeed, the first weaponized 
UAVs have been used in exactly 
this type of operation, e.g. the killing 
of Abu Ali al-Harithi in Yemen in 
November 2002. How would you 
evaluate these operations from a 
legal perspective? 

There are two aspects to targeted 
killings of terrorists. The first aspect 
is that lethal military force is used 
against civilians in circumstances 
that cannot be defined legally as a 
military conflict or war. This is in any 
case legally problematic no matter 
how targeted killings are carried 
out. In the past Special Forces have 
been used for targeted killings of 
terrorists. So the Predator strikes 
are in this respect not something 
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new. For example, there has been 
some debate on the legality of the 
use of ambushes by the British SAS 
aimed at killing IRA terrorists. If 
there was an immediate threat 
posed by a terrorist and if there 
were no other ways of arresting the 
terrorist or of otherwise neutralising 
the threat, it is legitimate and legal 
to use lethal force against them. 
The police are allowed to use lethal 
force in such circumstances and the 
military should be allowed to do the 
same in these circumstances. At 
the same time, one could question 
in the specific cases whether lethal 
action was really necessary. Was 
there really no way to apprehend 
certain terrorists and to put them to 
justice? I seriously doubt that was 
always the case when lethal action 
was used against terrorists.  

This brings us to the second aspect 
of the question. I am concerned 
about using robotic weapons against 
terrorists mainly because it makes it 
so easy for the armed forces and 
intelligence services to kill particular 
individuals, who may be guilty of 
serious crimes or not. “Terrorist” is in 
itself a highly politicised term that 
has often been applied to any oppo-
sitionists and dissenters out of politi-
cal convenience. Besides it is al-
ways difficult to evaluate the threat 
posed by an individual, who may be 
a “member” of a terrorist organiza-
tion or may have contacts to “terror-
ists”. If we define terrorism as war 
requiring a military response and if 

we use robotic weapons to kill terror-
ists rather than apprehend them, we 
could see the emergence of a new 
type of warfare based on assassina-
tion of key individuals. Something 
like that has been tried out during 
the Vietnam War by the CIA and it 
was called Phoenix Program. The 
aim was to identify the Vietcong 
political infrastructure and take it out 
through arrest or lethal force. In this 
context 20,000 South Vietnamese 
were killed. Robotic warfare could 
take such an approach to a com-
pletely new level, especially, if such 
assassinations could be carried out 
covertly, for example through 
weaponized microrobots or highly 
precise lasers. This would be an 
extremely worrying future scenario 
and the West should stop using 
targeted killings as an approach to 
counterterrorism.  

Where do you see the main chal-
lenges concerning unmanned sys-
tems in the foreseeable future? 

I think the main challenges will be 
ethical and not technological or 
political. Technology advances at 
such a rapid pace that it is difficult 
to keep up with the many develop-
ments in the technology fields that 
are relevant for military robotics. It 
is extremely difficult to predict what 
will be possible in ten or 20 years 
from now. There will always be 
surprises in terms of breakthroughs 
that did not happen and break-
throughs that happened. The best 
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prediction is that technological pro-
gress will not stop and that many 
technological systems in place to-
day will be replaced by much more 
capable ones in the future. Looking 
at what has been achieved in the 
area of military robotics in the last 
ten years alone gives a lot of confi-
dence for saying that the military 
robots of the future will be much 
more capable than today’s. Politics 
is much slower in responding to 
rapid technological progress and 
national armed forces have always 
tried to resist changes. Breaking 
with traditions and embracing 
something as revolutionary as ro-
botics will take many years. On the 
other hand, military robotics is a 
revolution that has been already 30 
years in the making. Sooner or later 
politics will push for this revolution 
to happen. Societies will get used to 
automation and they will get used to 
the idea of autonomous weapons. If 
one considers the speed with which 
modern societies got accustomed to 
mobile phones and the Internet, 
they will surely become similarly 
quickly accustomed to robotic de-
vices in their everyday lives. It will 
take some time for the general pub-
lic to accept the emerging practice 
of robotic warfare, but it will happen. 
A completely different matter is the 
ethical side of military robotics. 
There are no easy answers and it is 
not even likely that we will find them 
any time soon. The problem is that 
technology and politics will most 
likely outpace the development of 

an ethic for robotic warfare or for 
automation in general. For me that 
is a big concern. I would hope that 
more public and academic debate 
will result in practical ethical solu-
tions to the very complex ethical 
problem of robotic warfare.  
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Peter W. Singer: 
The Future of War  
 
How and why did you get interested 
in the field of military robots? 

I have always been interested in 
changes in warfare. It is my sense 
that this field of new technologies 
might be one of the biggest changes 
not just in our lifetime, but over the 
last several years – millennia even 
we could argue. I first got into it in a 
sense drawn by two things: First, I 
have always loved science fiction as 
a young boy, and robots of course 
populate that. Second, I was struck 
by how I kept seeing more and more 
of these things from science fiction 
that I had grown up with – robots –
 popping up in the experience of my 
friends in the military itself. I recall, 
for example, talking to a friend in the 
US Air Force who was fighting in the 
war in Iraq, but he never left the US. 
That means he was part of opera-
tions using these drones, and it was 
just very different from the way we 
understood war.  

The same thing you would notice 
more and more mention of these 
robotics in civilian industry and in 
civilian life. For example, I own a 
robot vacuum cleaner. And, yet the 
people who study war, who talk 
about war, were not talking about it, 
and it was striking at me. I remem-

ber going to a conference in Wash-
ington DC about what was revolu-
tionary in war today. It had all of the 
top experts, the well known people, 
as well as leaders in the military, 
and yet the word robot was never 
said once. This just did not fit with 
what was happening there, it did not 
fit the experience of my friend in the 
Air Force and it did not fit the raw 
numbers how we are using these 
systems more and more.  

That is what set me off on this jour-
ney to write the book “Wired for 
War,” really to capture just what 
was happening in this incredible 
moment in time, who are the people 
who use these systems in all sorts 
of different ways, and what are their 
perspectives on it. But I also wanted 
to capture the deeper questions. As 
we start to use more and more ro-
bots in war, what would that present 
to us in areas of ethics, law, public 
policy? Do they make it more or 
less likely to go to war, what is their 
impact on our democracies? So, 
that was really what I was trying to 
do – to capture this moment in time.  

In your books “Children at War”, 
“Corporate Warriors” and “Wired for 
War” you have tackled crucial is-
sues in a substantial way. How do 



 72 

you see the role of the media in 
these issues and their influence on 
the general public but also on poli-
tics? How do you see your role and 
can books like yours help to provide 
a differentiated approach? 

What has been striking about each 
one of those books that I have writ-
ten is that at the time I started them, 
that issue was not much in the me-
dia; in fact it was not much studied 
in the research community. I, for 
example, remember starting out on 
my journey dealing with “corporate 
warriors” – private military firms –
 and I was actually told by a profes-
sor, that I had at Harvard, that I 
should quit graduate school and go 
to Hollywood and become a screen 
writer, instead, for thinking to write 
on such a fiction as private compa-
nies operating in war. And, of 
course, today, this is a multibillion 
dollar industry; there are more than 
a hundred thousand of these private 
military contractors serving in Iraq 
and another seventy thousand of 
them serving in Afghanistan.  

This, I think, is one of the chal-
lenges for those of us in the re-
search role, but it carries over to the 
media side, which is often reactive, 
often ex-post, and does not report 
on a trend that is becoming impor-
tant until after something bad hap-
pens. You can use that same ex-
ample of the private military industry 
that I looked at in “Corporate Warri-
ors” and that much of the media 

reporting of it really does not take 
off until the 2007-period, most par-
ticularly after the shootings involv-
ing employees of Blackwater in 
Nisour Square in Baghdad1. We 
already had well over a hundred 
thousand of these contractors on 
the ground, and yet the media was 
not truly covering it. In fact, there 
was a study that was done of news 
stories coming out of Iraq. It found 
that less than one percent of all 
these news stories mentioned pri-
vate military contractors. Now, let 
us put that in the context: More than 
half of the soldiers on the ground 
were private military contractors 
and yet only one percent was men-
tioned in news stories. I think this 
again points to the issue of how the 
media often is chasing after the 
news rather than trying to take a 
step back and figure out what is 
really happening today. There is 
also a change in the media, of 
course, right now, which is that it 
has become often aimed at servic-
ing the public in a way that is profit-
able. By that, I mean that it is often 
not trying to report the news, but 
rather report the news in a way that 
will make the public feel good about 
itself. We see that with the way 
news networks have become 
aligned with one partisan political 
position or the other, the “Fox News 
Effect,” for example, but you see its 
opposite on the opposite side of the 
coin. So people turn to media to see 
news stories that validate their pre-
existing understandings of the world 
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around them. That is unfortunate 
because it does not equip us well to 
deal with changing circumstances in 
the world.  

Now for myself, for my research 
obviously, I am drawn to these 
things that are changing and so I 
see the role of my books as a way 
to create a resource book for the 
media and the public, a book to turn 
to when these issues emerge in 
importance. That means whenever 
that topic comes to the fore, that I 
have already done the book that 
lays out the issues, explains the 
dynamics, and presents some of 
the questions that people need to 
wrestle with. I tried to do that on the 
private military side and on the child 
soldiers issue. This was also my 
approach for “Wired for War”, given 
that we have something emerging 
of great importance, namely the 
growing use of these robotics, the 
growing use of them in war. Let us 
capture that moment, figure out 
what are some of the key dynamics, 
meet the various players and also 
look at the implications of this on 
various areas that we care about. 
Then, hopefully, when people start 
to wrestle with these dilemmas, I 
have fleshed out a fact-based study 
to turn to, something that is written 
in a way that is very accessible.  

I think that another challenge of 
those of us in research is that we 
often intentionally disconnect our-
selves from the public, from the 

media. We only engage in dis-
course with each other and the 
result is that often public policy, as 
well as often the media, is not all 
that well informed. It is not just them 
to blame, but it is us, because we 
are often speaking only to our-
selves. You can see this, for exam-
ple, in the debates in academic 
journals, which have become so 
esoteric at time that I do not even 
like to read them anymore, although 
I actually do theory and research. I 
think that presents another chal-
lenge to those of us in the field: 
How to take what we are working 
on and apply it to real world prob-
lems in a way that real world people 
can understand? 

Before we get in medias res of mili-
tary robots themselves, I would like 
to ask for your assessment of the 
impact the new government under 
President Obama will have on un-
manned systems regarding budget, 
strategy and related fields? 

I am obviously biased on this; I was 
a big supporter of President 
Obama. In fact I coordinated his 
defence policy team during the 
campaign, so take what I am saying 
here with a grain of salt. There are 
a couple of indicators to show that 
we are going to see greater and 
greater use and purchasing of these 
systems under the administration of 
President Obama. The first indicator 
is that in the defence policy state-
ments that he made during the 
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campaign itself, he only identified a 
very limited set of military systems, 
that he pushed for greater research 
and investment and understanding 
of. I believe there were just five of 
these, and unmanned systems 
were one of those five. So, out of 
the entire realm of all the various 
military weapons and systems, the 
fact that he said here are the five 
that I think are important, and that 
unmanned systems are one of 
those five is a pretty good indicator. 
The next indicator is the defence 
department budget itself: The new 
one is coming in. The budget itself 
for the overall US-military is rela-
tively flat and some people predict 
that in coming years it will decline. 
However, within that budget, there 
is one area that is growing and that 
is unmanned systems. For exam-
ple, on the aerial side they are retir-
ing several jet fighters such as the 
F-16. They are retiring them earlier 
than planned and purchasing more 
unmanned systems to replace 
them. The idea is to use the Preda-
tor and Reaper drones as a re-
placement for 250 manned jetfight-
ers.  

This is not something though that is 
just limited to President Obama. 
You saw this growth take off during 
the period of President Bush: For 
example, when we went into Iraq 
we had just a handful of these 
drones in the US-Military inventory, 
and by the end of 2008 we had 
more than 7,000. Now, under the 

new budget, we are going to con-
tinue to add to that. The point here 
is, this is not a system, this is not a 
technology, that you can describe 
as partisan, as one President being 
involved in and another not being. 
This is a sea-change in war itself. 
These are systems that are being 
used in greater and greater num-
bers and they are not going away 
regardless who the president is; it is 
a global technology shift. And the 
parallels that people make to this in 
history are very instructive ones. Bill 
Gates, the founder of Microsoft, for 
example, described that robotics 
are right now where the computer 
was in 1980. It is poised for a 
breakup and for a takeoff to the 
extent that very soon we will not call 
them robots any more. The same 
way we have computers all around 
us, but we do not call them com-
puters. In my car, for example, 
there are more than a hundred 
computers, but I do not call it a 
“computer car”; I have a computer 
in my kitchen, but I call it a “micro-
wave-oven.” The point is, if that is a 
parallel, we would not describe the 
computer as being democrat or 
republican; it was a new technology 
and the same thing is happening 
with robotics today and their use in 
war.  

The technization of the military 
(unmanned systems, surveillance, 
precision ammunition), models like 
the Future Combat Systems (the 
soldier as one system of systems) 
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and new concepts of using private 
military contractors have changed 
the role and the (self-)image of the 
army and the soldiers in the last 
decade. How is your perspective on 
this fundamental change? 

This is a fantastic question. It cuts 
to one of the biggest issues, the 
biggest changing dynamics at play 
of warfare today and maybe even 
overall history. Think about our 
image of the warrior. If we imagine 
a warrior, if we imagine a soldier, 
there is a certain image that comes 
into our mind. It is most likely a 
man. They are most likely wearing a 
uniform. If they are wearing a uni-
form, it means they are probably 
part of the military. If they are part 
of the military, of course they are 
serving for that nation. And what 
motivates that service? Patriotism. 
Why is that military sent into war? 
Because of politics, because it is 
linked to the nation state.  

That is our image, our understand-
ing, our assumption of the warrior. 
And yet compare it to what is actu-
ally taking place. It is not just men, it 
is of course women, but it is also 
children (more than 10% of the 
combatants in the world are under 
the age of 18; many as young as 5 
years old), and it is also increas-
ingly not human. The US Military for 
example has 7,000 drones in the air 
and another 12,000 unmanned 
ground vehicles. The organisations 
that they fight in are not just militar-

ies. In fact, look at the experiences 
of the US Military and NATO in 
places like Afghanistan and Iraq. 
Who are they fighting against? They 
are fighting against warlords, terror-
ists, insurgents, drug cartels. Look 
at who is fighting on their behalf: the 
“coalition of the willing”, that Presi-
dent Bush supposedly built to fight 
in Iraq, actually had far more private 
military contractors than they had 
troops from others state allies. So if 
we are being honest, we simply had 
not a “coalition of the willing”2, but a 
“coalition of the billing”, the rise of 
this private military industry, which 
does not seem to be going away.  

Then you look at the motivations: a 
soldier serves, he is motivated by 
patriotism. He goes to war because 
of politics and national interest. But 
there are other motivations at play 
now for other actors. So a contrac-
tor, for example, does not serve; he 
works, he carries out a contract. 
The motivations for why someone 
might go to war can be anything 
from their personal profit for a con-
tractor; it might be for religious rea-
sons, if we look at some of the vari-
ous radical groups out there; it 
might be because they were forced 
into it, such as young child soldiers. 
And, of course, the motivations for 
the organisation itself are very dif-
ferent. Name me one war right now 
that is just about politics, where 
national interest is the sole driver in 
terms of the political level. Wars are 
driven by anything from politics to 
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religion, to economics at the organ-
isational level. But also at the micro-
level, they are driven by ethnicity, 
society etc. There is not this clear-
cut assumption that we have of war, 
and I think this is one of the 
changes of the 21st century, under-
standing that it is much more com-
plex out there than our assump-
tions.  

Would you think there is a need for 
additional national and international 
legislation on the deployment and 
development of military robots? And 
is there a plausible possibility of 
international treaties regarding this 
matter?  

I think there is very much a need for 
a look at the legal issues as well as 
the ethical issues that surround this 
entire new technology. And, again, 
think of the parallels that people 
make to this revolution. Some peo-
ple describe that it is akin to the rise 
of the computer, other people note 
that it is just about parallel to when 
automobiles were first introduced; 
they make the parallel that it is 
about 1908. Some other people 
say, ‘You know it is equivalent to 
the invention of the atomic bomb 
and that it is something that can 
both change warfare but maybe we 
might later on determine that we 
ought not to have built it’. That is 
what a lot of the scientists that I 
interviewed for the book discussed. 
The point here is this: each of these 
parallels are ones where we realize 

that we do need to create a regula-
tory environment around it, a sense 
of accountability around it, a debate 
about what are the laws, what are 
the ethics, what is the right and 
wrong that surrounds this. And this 
is true of any new weapon and al-
most any new technology, as they 
create new questions to figure out. 
And these questions, these legal 
questions, can have a huge impact.  

I’ll give you an example from his-
tory, a parallel, that I think of. Be-
fore World War One, there were a 
number of technologies that just 
seemed like science fiction; in fact 
they were only talked about in sci-
ence fiction, for example the air-
plane, the tank, the submarine. In 
1914, Arthur Conan Doyle, who was 
the creator of Sherlock Holmes, 
wrote a short story about the use of 
submarines to blockade Great Brit-
ain3. It was a science fiction story. 
The British Admiralty, the British 
Royal Navy actually went public to 
mock Arthur Conan Doyle’s vision 
of the idea of using this new tech-
nology in war this way. They 
mocked it not because of opera-
tional reasons, but because of legal 
reasons. They said that no nation 
would use submarines to blockade 
civilian shipping, and if any subma-
rine did, its officer would be shot by 
his own nation for committing this 
kind of crime. Well ,of course, just a 
couple of months later, World War 
One begins and the German Navy 
starts a submarine blockade of 
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Great Britain, just along the lines 
that Arthur Conan Doyle had pre-
dicted using this new technology. 
Now what is interesting is not that it 
just happened, but also it was a 
debate and a dispute over the legal-
ity of this, i.e. how to use these new 
technologies in this way. That is 
actually what helped draw the 
United States into that war. There 
was a dispute over the right and 
wrong of attacking civilian shipping 
using this new technology, the 
submarine. And the dispute over it 
is part of why the United States 
entered the war, because it took a 
very different view than of course 
Germany had during this period. 
That debate was also part of the US 
becoming a global superpower. So, 
my point is that these questions of 
right and wrong can have a huge 
impact. 

Now when it comes to robotics in 
war, there are all sorts of different 
legal questions that we have got to 
wrestle with: Who should be al-
lowed to build them? What are the 
parameters in terms of what you 
can put on them? How autonomous 
can they be? Can they be armed or 
not? Who can utilize them; are they 
just something which should be just 
limited to the state? Which states? 
Are they something that can be 
utilized by non-state actors, and 
which non-state actors? Are we 
comfortable with, for example, pri-
vate military companies using them; 
are we comfortable with non-state 

actors like the Hezbollah having 
them? – Well, you know what, too 
late, they already have them. An-
other example: Can they be utilized 
by governments for other functions, 
such as policing? – Well, guess 
what, too late, they are already 
starting to be utilized in these roles; 
you have police departments in 
places like Los Angeles or Vancou-
ver in Canada that have been ex-
ploring drones for their use. How 
about individuals, should they be 
allowed to have armed robots? Is 
that my 2nd amendment constitu-
tional right as an American4?  

My point is this: It may sound like 
very silly science fiction, but these 
questions are very real ones that 
we have to flesh out. Unfortunately, 
these questions of right and wrong, 
this ideal of legislation, of legality, 
really is not being wrestled with all 
that much. You certainly cannot find 
any legislation about it at the na-
tional level. The closest you come is 
in Japan, where there are safety 
limitations on certain commercial 
robots, and the reason for it had 
nothing to do with war. It was that at 
a robotics convention, where com-
panies were showing their latest 
systems, the organizer got worried 
about a robot running someone 
over, and that was the point of it. It 
was a sort of personal safety thing 
that had to do with liability.  

You have a similar problem at the 
international level. One of the things 
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I talk about in the book is a meeting 
with folks at the International Red 
Cross, which is an organization, 
that has done so much for interna-
tional law, basically the sort of god-
parents of international law itself. 
And yet when it comes to robotics, 
when it comes to unmanned sys-
tems, they say, ‘You know what, 
there is so much bad going on in 
the world today, we cannot waste 
time with something like that.’ It is a 
valid answer from one perspective; 
there are a lot of bad things going 
on in the world, be it the genocide in 
Darfur to human rights problems 
around the world, you name it. And 
so why would you want to waste 
time – so to speak – on this new 
technology. But the problem is that 
you could have said the same exact 
thing about that submarine back in 
1914 or you also could have said 
the same thing about that crazy 
invention of using radioactive mate-
rials to create a bomb. There were 
so many bad things happening 
during World War Two; why should 
people wrestle with the right and 
wrong of this new weapon? The 
point of this, and this is what con-
cerns me, is that our track record is 
usually waiting for the bad thing to 
happen first and that is also for 
those who deal with the law side of 
both the national and the interna-
tional level. So, we did not start to 
wrestle with the implications of 
atomic bombs until it was, in a 
sense, to late. And then we have 40 
years of arms control movement 

trying to roll that back, and we are 
still not there yet. It is the same 
thing I worry a little bit about the 
robotics side: Unless we start a 
dialog about it, we are going to play 
catch-up for the long term.  

Military robots are a reality on the 
modern battlefield, and many na-
tions beside the United States have 
begun ambitious projects in military 
robotics. Do you see the danger of 
a new arms race? 

This revolution – this robotics revolu-
tion – is not merely an American re-
volution; and this is one of the, per-
haps, biggest misunderstandings 
among those from other countries, 
particularly from Europe, who wres-
tle with these issues. They often look 
at the American use of this and say, 
“Gosh, that’s the Americans again 
using their toys, using their technol-
ogy” And, then you also see an an-
gle of coverage on the drones’ 
strikes into Pakistan for example 
saying this is just prototypically 
American. It is just fundamentally 
wrong. And by that I mean that there 
are 43 other countries working on 
using military robotics today. They 
range from large countries like the 
United Kingdom, France, Germany, 
Russia, and China to smaller coun-
tries like Pakistan, Iran, and Belarus. 
This is not a revolution that is going 
to be limited to anyone nation.  

It is not going to be limited to just 
states themselves. Again, non-state 
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actors of a whole variety of different 
types have utilized these unmanned 
systems. It is everything from Hez-
bollah, which flew drones against 
Israel during its recent war, to one 
of the groups in the book, a group 
of college kids in Pennsylvania. 
They negotiated with a private mili-
tary company for the rental of a set 
of military grade drones, that they 
wanted to deploy to Sudan. These 
were college kids starting to use 
that advanced military system.  

This globalization leads to what I 
view as almost a flattening of the 
realm of war and the technologies 
that are used in it. By that I mean 
we are seeing warfare go the same 
way that software has gone. It is 
going “open source.” The most 
advanced technologies are not just 
limited to the big boys. All actors 
can now buy them, build them, use 
them. The same way it is played out 
for software. And that is happening 
in warfare as well.  

Now, a concern for states is of 
course how do they keep up with 
this trend and how do they limit it 
and does it lead to just a quickening 
and the potential risk of an arms 
race. It is also, I think, a concern for 
some of the western states, in par-
ticular for the US in this trend and 
that they are ahead right now but 
that is not always the case. There is 
a lesson in both technology and 
war: there is no such thing as a 
permanent first mover advantage. 

Think about this in technology: It 
was companies like IBM, Commo-
dore, Wang that were the early 
movers in the computer realm. And, 
yet, they are not the dominant play-
ers anymore. It is now companies 
like, for example, Microsoft or 
Google or Apple. So being first did 
not mean that you came out on top 
in the end.  

The same thing has happened in 
war. For example, it was the British 
who invented the tank. It was the 
Germans who figured out how to 
use the tank better. And the ques-
tion for the US and its partners in 
Western Europe is, where does the 
state of their manufacturing today 
as well as the state of their science 
and mathematics and engineering 
training in their schools have them 
headed? That is, where does the 
current trajectory of these important 
underliers have them headed in this 
revolution? Or another way of 
phrasing it is: What does it mean to 
be using more and more soldiers 
whose hardware is increasingly built 
in China and whose software is 
increasingly being written in India? 
Where does that have you headed? 
So it is not just a concept of an 
arms race, but in fact will some of 
the players in that race find it sus-
tainable for themselves? 

For your book you have spoken 
with many soldiers. How is your 
estimate on the influence of military 
robots on the soldiers using them 
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(individualization and anthropomor-
phism of robots is something which 
comes to mind but also the psycho-
logical stress of UAV remote opera-
tors)?  

For that book I made a journey of 
meeting with everyone, from people 
who design robots to the science 
fiction authors who influenced them; 
from the soldiers who use them on 
the ground and fly them from afar to 
the generals who command them; 
from the insurgents that they fight to 
the news journalist who cover them; 
add to this the ethicists and human 
rights lawyers, who wrestle with the 
right and wrong of it. These are all 
the type of people that I interviewed 
for the book. One of the most im-
portant findings and one of the 
things that was fascinating to me, is 
that all of the ripple effects of this 
new technology, all the things that 
are important about robots’ impact 
on our real world do not come back 
to the machine, but come back to 
human psychology. It is all about us 
and how we view and understand 
the world around us and how these 
technologies help reshape that –
 that is the important part of the 
discussion.  

I think we can see this, for example, 
on the soldiers themselves. We are 
seeing this going lot of different 
directions. One is of course the 
distancing effect, the change of 
what it means to be fighting from 
afar, fighting by remote. It has taken 

that phrase “going to war” and given 
it an entirely new fundamental 
meaning. For the last 5,000 years, 
when we described somebody as 
going to war – whether we are talk-
ing about the ancient Greeks going 
to war against Troy or my grandfa-
ther going to war against the Japa-
nese in the Pacific during World 
War Two –, we were at a most fun-
damental level talking about going 
to a place where there was such 
danger that that soldiers might 
never come home again, that they 
might never see their family again. 
That is what going to war has 
meant for the last 5,000 years… 
until now.  

One of the people I remember 
meeting with was a US Air Force 
Predator drone pilot, who fought 
against insurgents in Iraq but never 
left Nevada. He talked about what it 
was like to go to war in this case, 
where he described how he would 
wake up in the morning, drive into 
work, for twelve hours he would be 
putting missiles on targets, killing 
enemy combatants, and then at the 
end of the day, he would get back in 
the car and he would drive home. 
And 20 minutes after he had been 
at war, he would be at his dinner 
table talking to his kids about their 
school work.  

And so we have this entire new 
experience of war of being at home 
and simultaneously at war. And 
that is creating some psychological 
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challenges for those who fight from 
afar. They found for example that 
many of these remote warriors 
were suffering from levels of com-
bat stress equal or in some cases 
even greater than some of the units 
physically in Iraq and Afghanistan. 
It is very early, we are still learning 
about this, and as one military doc-
tor put it, ‘We have 5,000 years of 
understanding normal combat 
stress, but we only have a couple 
of years understanding this entire 
new model.’ But there is a couple 
of drivers that we believe: One is 
that the human mind is not set up 
for this sort of dual experience of 
being at war and being at home 
and going from killing someone to 
then having your wife be upset at 
you because you were late for your 
son’s football practice. People are 
having that experience right now. 
Another is the grinding nature of 
the remote work. These units may 
be fighting from afar, but they are 
doing it day after day after day and, 
in fact, doing it for years, and they 
do not get weekends off, they do 
not get holidays off, because war, 
of course, does not play that way. 
And so they do not deploy in and 
out the way that soldiers have tradi-
tionally done. Therefore, it can be 
quite grinding.  

The other aspect that people point 
to is the change in camaraderie: It 
is tradition that soldiers who de-
ployed together and have experi-
enced the battle together then have 

also gone through the sort of psy-
chological management of those 
stressors together. Air Force offi-
cers for example talk about flying 
out on mission, but then after the 
mission is done going to “beer call.” 
It is basically that they sit down, the 
squadron, they have a beer and 
they get out all the emotions they 
just had to go through, for example 
from losing one of their buddies. In 
the remote warrior work, you do not 
have a “battle buddy” as they put it. 
You are sitting behind a computer 
screen, you are experiencing these 
aspects of war, but you are never 
sharing it; and then you clock out 
and you go home. And so the unit is 
never together, never has that rest 
and recovery period.  

The final part of it is that while you 
are fighting remotely in many ways 
they are seeing more of war than 
recent generations have. For ex-
ample a bomber pilot will fly in, they 
will drop the bomb and they will fly 
away. Drone pilots will do the same, 
remotely, but unlike that man 
bomber pilot, they will see the target 
up close beforehand using the high-
powered video cameras. They will 
see that target for minutes, in some 
cases for hours, in some cases for 
days, as they watch it develop out. 
And then they will drop the bomb 
and they will see the effects of it 
afterwards. That means that war 
may be happening at a distance, 
but it is very much in their face. 
Then of course again, they go home 
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and they are talking to their kids 20 
minutes later.  

This stressor can also be one that 
plays out for their fellow troops. I 
remember talking to an US Air 
Force NCO. He described how 
dramatic it was when they were 
operating an unarmed drone that 
was flying above a set of US sol-
diers that were killed in a battle. 
And they could only fly above them 
and watch as these soldiers were 
killed in front of them. You can 
imagine just how dramatic that is, 
that sense of helplessness, and 
then to walk outside the control 
command centre, where you can go 
to the grocery store. America is at 
peace, but you have just seen peo-
ple die. You have just seen fellow 
soldiers die. And so this is one of 
the remarkable challenges.  

It is interesting though, we are see-
ing other connections, other bonds 
being built, though in strange new 
ways. For example, while we are 
seeing this disconnect from soldiers 
fighting from afar and the new ex-
periences they are having, other 
soldiers are bonding with their ro-
bots themselves. One of the stories 
that opens the book is about a US 
military unit that has their robot 
killed – it is blown up by a roadside 
bomb. It literally sends the unit into 
a deep moral spiral, and the com-
mander of the unit writes a condo-
lence letter back to the manufac-
turer, the same way he would have 

written a condolence letter to 
someone’s mother back in the day.  

There is another case in the book 
about a soldier who brings in his 
damaged robot to the robot hospi-
tal – again they call it the robot hos-
pital even though it is just a repair 
yard, a garage. And he is crying as 
he carries this robot in, and the 
repairmen look at him and they say, 
‘We can’t fix it, it’s completely blown 
up but don’t worry we can get you 
another robot.’ And he says, ‘I don’t 
want another robot, I want this one. 
I want Scooby Doo back.’ It sounds 
silly, it sounds absurd, but the thing 
is, he took this to heart, he bonded 
with this robot because that robot 
had saved his life countless times, 
again and again. And so why would 
he not start to bond with it?  

We have seen other cases of 
course naming them, giving them 
ranks, taking risks for the robots in 
a way that they really should not, 
when we pull back and think about 
it. There was one incident where a 
robot was stuck and a soldier in Iraq 
ran out 50 meters under heavy 
machinegun fire to rescue his robot. 
The whole point of us using robots 
in war is to limit risks, and yet here 
he was taking far greater risk to 
rescue it.  

It may actually turn again on our 
psychology and even our brain 
physiology. One of the interesting 
things is that they did a study of 
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human brains. They linked them up 
to a monitor and they found – there 
is a part of the brain called the mir-
ror neuron – that the mirror neuron 
fires when you see something that 
you believe is alive. So every time 
you see a dog, an insect, a fellow 
person, that part of your brain, that 
mirror neuron, that nerve cell fires. 
What was interesting in the study is, 
when they showed these people 
robots and things that they knew 
were machines, they knew they 
were not alive, the mirror neurons in 
their brains still fired. And so it may 
just be that we cannot help our-
selves, we cannot help but attach 
our human psychology to these 
mechanical creations.  

What impact will military robots 
have on the future of warfare itself? 
And what will we have to expect in 
unconventional/ asymmetric warfare 
and terrorism? 

These technologies, these systems 
are the future of war. That is the 
growth curve of their usage is the 
same growth curve that we saw 
with the use of gunpowder, the use 
of machineguns, the introduction of 
airplanes and tanks, where they 
were used in small instances often 
not all that effective at the start and 
then we began to use them more 
and more in lots of different ways 
and they began to globalize. And 
soon something that was once seen 
as abnormal was now the new nor-
mal. And that is taking place with 

robotics today. We may think of 
them as just science fiction but they 
are battlefield reality. And we are 
only seeing their use grow and 
grow. For example the US military 
has gone again from a handful of 
these drones in the air to 7,000 in 
the air, from zero on the ground to 
12,000 on the ground all in just the 
last five years. But this is just the 
start. One US Air Force three-star 
general I met said, we very soon 
will be using “tens of thousands” of 
robots. Again, it will not just be the 
US Air Force, it is all of the various 
militaries out there. You have got 43 
other countries building and using 
these systems and everybody 
wants more of them. It is the future 
of war, like it or not.  

It is also the future of war for non-
state actors. As I discussed earlier, 
it has that flattening effect of allow-
ing more and more players to use 
high technologies. So, it is not like 
in the past where the tools of war 
were limited just to states, just to 
governments, just to militaries; this 
is not the Napoleonic age anymore; 
now, all the different players can 
use it. The implications of that for 
terrorism are of concern, because it 
means that small groups and indi-
viduals will have the lethality of the 
state. I think we can see this on 
another impact: it widens the scope 
of those who can play in the realm 
of terrorism. That means it is not 
just that Al-Qaeda 2.0 or the next 
generation version of the Una-
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bomber5 or a Timothy McVeigh6 is 
going to be more lethal with greater 
distance. For instance there was a 
group of model plane hobbyists who 
flew a drone from the United States 
to Europe – well, one person’s 
hobby can be another person’s 
terrorist operation.  

In fact, a recent government report 
said that the next generation of 
IEDs – the next generation of these 
improvised explosive devices that 
have been so deadly in Iraq and in 
Afghanistan – are going to be aerial 
ones, small drones that carry these 
explosives. But it is not just again 
their greater lethality; it is the fact 
that more and more people can play 
in these roles. You no longer have 
to be suicidal to have the impact of 
a suicide bomber. You can utilize 
the robot to carry out missions, to 
take risk that previously you had to 
be suicidal to do. And one of the 
people I interviewed was a scientist 
for the US military’s DARPA institu-
tion (our advanced research lab) 
and his quote was this: “If you give 
me 50,000 Dollars and I wanted to, 
I could shut down New York City 
right now using robotics.” That is a 
remarkable illustration of the tech-
nology itself, but also of the world 
that we are entering, and then fi-
nally how so much of whether it is a 
good or an evil again depends on 
us. It is not the technology that is 
the most important part; it is his 
willingness or not to utilize that 
technology that way.  

Consequently, when I pull back and 
think about these technologies, I 
often go to how I close the book, 
which is this question: We have 
built these incredible technologies, 
we have built these incredible sys-
tems that can do remarkable things. 
They are truly cutting edge. And 
yet, what does it say about us; that 
is, we are building technologies that 
both scientists as well as science 
fiction authors believe may even be 
an entirely new species, but we are 
only doing it to make ourselves 
more lethal, to give us greater ca-
pability to kill each other. Therefore, 
the ultimate question is this: Is it our 
machines that are wired for war or 
is it us? 

 

                                                      
1 On September 16, 2007, Blackwater 
guards shot and killed 17 Iraqi civilians in 
Nisour Square, Baghdad. The incident oc-
curred while Blackwater personnel were 
escorting a convoy of U.S. State Department 
vehicles. The next day, Blackwater’s license 
to operate in Iraq was revoked. 
2 The term “coalition of the willing” has been 
used by George W. Bush to refer to the 
countries who supported the 2003 invasion 
of Iraq.  
3 Arthur Conan Doyle, Danger! Being the Log 
of Captain John Sirius in: The Strand Maga-
zine, July 1914. 
4 The Second Amendment to the United 
States Constitution is the part of the United 
States Bill of Rights that protects a right to 
keep and bear arms. 
5 Theodore John Kaczynski, known as the 
Unabomber, carried out a campaign of mail 
bombings in the United States from 1978 to 
1995, killing three people and injuring 23. 
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Kaczynski is serving a life sentence without 
the possibility of parole. 
6 Timothy James McVeigh was responsible 
for the bombing of the Alfred P. Murrah 
Building in Oklahoma City on April 19, 1995. 
The bombing killed 168 people, and was the 
deadliest act of terrorism within the United 
States prior to September 11, 2001. He was 
sentenced to death and executed on June 
11, 2001. 
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Robert Sparrow: 
The Ethical Challenges of Military Robots 
 
How and why did you become in-
terested in the field of military ethics 
and, in particular, the field of military 
robots? 

I’ve been interested in military eth-
ics ever since I first started studying 
philosophy at the age of 17. I’ve 
always thought that questions of 
political philosophy are the most 
urgent philosophical questions be-
cause they relate to the way we 
should live alongside each other. 
Questions of military ethics – or at 
least of Just War theory – have 
been some of the most controver-
sial political questions in Australia, 
given the Australian government’s 
tendency to follow the United States 
into various wars around the globe 
despite the absence, in most cases, 
of any direct threat to Australia. So I 
have always been interested in Just 
War theory insofar as it provided 
me with the tools to think about the 
justification of these wars. 

I became interested in the ethics of 
military robotics via a more round-
about route. I originally started writ-
ing about ethical issues to do with 
(hypothetical) artificial intelligences 
as an exercise in applying some 
novel arguments in moral psychol-
ogy. Similarly, I wrote a paper about 

the ethics of manufacturing robot 
pets such as Sony’s Aibo in order to 
explore some issues in virtue ethics 
and the ethics of representation. 
However, in the course of writing 
about robot pets I began reading up 
on contemporary robotics and be-
came aware of just how much ro-
botics research was funded by the 
military. So I wrote my paper, “Killer 
Robots”, partly – like the earlier 
papers – as a way of investigating 
the relationship between moral 
responsibility and embodiment, but 
also because I thought there was a 
real danger that the development of 
military robots might blur the re-
sponsibility for killing to the point 
where no one could be held re-
sponsible for particular deaths. 
Since then, of course, with the de-
velopment and apparent success of 
Global Hawk and Predator, robotic 
weapons have really taken off (par-
don the pun!) so that issues that 
even 10 years ago looked like sci-
ence fiction are now urgent policy 
questions. Consequently, my cur-
rent research is much more focused 
on responding to what we know 
about how these weapons are used 
today.  

The United States’ Army’s Future 
Combat System is probably the 
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most ambitious project for fielding a 
hybrid force of soldiers and un-
manned systems to date. From a 
general perspective, what are your 
thoughts on the development and 
deployment of unmanned systems 
by the military? 

In a way, I think the current enthu-
siasm for military robotics is a re-
flection of the success of anti-war 
movements in making it more diffi-
cult for governments to sustain 
public support for war once soldiers 
start coming home in body bags. I 
suspect that governments and gen-
erals look at unmanned systems 
and see the possibility of being able 
to conduct wars abroad over long 
periods without needing to worry 
about losing political support at 
home. So the desire to send robots 
to fight is a perverse consequence 
of the triumph of humanist values. 
The extent to which this develop-
ment has occurred at the cost of 
concern for the lives of the citizens 
of the countries in which these wars 
are fought is an indication of the 
limited nature of that triumph. 

At the same time, of course, it’s 
entirely appropriate and indeed 
admirable that the people in charge 
of weapons research and procure-
ment should be concerned to pre-
serve the lives of the men and 
women that governments send into 
combat. Unmanned systems clearly 
have a valuable role to play in this 
regard and it would be a mistake to 

downplay this. It is difficult to see 
how there could be anything wrong 
with the use of robots to neutralise 
IEDs or clear minefields, for in-
stance. 

I also think there is a certain “gee 
whiz” around robot weapons that is 
responsible for much of the enthu-
siasm for them at the moment. Cer-
tainly, it’s easier to get the public 
excited about a military robot than 
about human beings fulfilling similar 
roles. And I suspect this is even 
true within some parts of the mili-
tary-industrial complex. Defence 
ministers want to be able to claim 
that their country has the most “ad-
vanced” weapons, even where the 
new weapons don’t perform that 
differently from the old. Spending 
money on military equipment puts 
more money in the pockets of the 
corporations that provide campaign 
funding than does spending money 
on personnel, which works to the 
advantage of the robots. It’s also 
worth remembering that there is 
often an enormous gap between 
what arms manufacturers claim a 
system will be capable of when it is 
commissioned and what they actu-
ally deliver. This is especially the 
case with robots. The PowerPoint 
presentations and promotional vid-
eos in which the systems function 
flawlessly are often a far cry from 
the reality of how they work in cha-
otic environments. However, it is 
surprising how influential the 
PowerPoint presentations seem to 
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be when it comes to determining 
which systems are funded. 

Finally, even if systems do function 
reliably, it is possible they will be 
much less useful than their design-
ers intend. One suspects that, in 
the not-too-distant future, there will 
be a re-evaluation of the useful-
ness of military robots, with people 
realising they are a good solution 
only in a very limited range of cir-
cumstances. To a person with a 
hammer, everything looks like a 
nail, so when militaries possess 
unmanned systems they will tend to 
want to use them. Yet there is more 
to war than blowing people up. It’s 
pretty clear that the Predator is 
precisely the wrong weapon to use 
to try to “win” the war in Afghani-
stan, for instance. Insofar as any-
one has any idea about what it 
would mean to win this war, it 
would involve winning the “hearts 
and minds” of Afghanis to the 
West’s cause and creating condi-
tions that might allow Afghanis to 
govern themselves and to live free 
of poverty and fear. No amount of 
destroying “high-value targets” from 
16,000 feet will accomplish this. 
Indeed, it seems probable that the 
civilian casualties associated with 
Predator strikes radically decrease 
popular support in Afghanistan for 
Western goals there. As David 
Kilcullen and Andrew Mcdonald 
Exum pointed out in a recent New 
York Times opinion piece, missile 
strikes from Predator are a tactic 

substituting for a strategy. There 
are features of unmanned systems 
that encourage this – the “gee 
whiz” nature of what they can do 
and the fact that they don’t place 
warfighters’ lives in jeopardy.  

What would you say are currently 
the most important ethical issues 
regarding the deployment and de-
velopment of military robots?  

Last time I counted, I had identified 
at least 23 distinct ethical issues to 
do with the use of robotic weap-
ons – so we could talk about the 
ethics for a long time ... To my 
mind, the most important issue is 
the ethics of what Yale philosopher, 
Paul Kahn, has described as “risk-
less warfare”. If you watch footage 
of UAVs in action it looks a lot like 
shooting fish in a barrel. The opera-
tors observe people in Iraq or Af-
ghanistan, make a decision that 
they are the enemy, and then 
“boom” – they die. The operators 
are never in any danger, need no 
(physical) courage, and kill at the 
push of a button. It is hard not to 
wonder about the ethics of killing in 
these circumstances. What makes 
the particular men and women in 
the sights of the Predator legitimate 
targets and others not? Tradition-
ally, one could say that enemy 
combatants were legitimate targets 
of our troops because they were a 
threat to them. Even enemy soldiers 
who were sleeping might wake up 
the next morning and set about 
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attacking you. Yet once you take all 
of our troops out of the firing line 
and replace them with robots re-
motely operated from thousands of 
kilometres away, then it is far from 
clear that enemy combatants pose 
any threat to our warfighters at all. 
Armed members of the Taliban 
might want to kill us but that may 
not distinguish them from their non-
combatant supporters.  

Kahn has suggested that when the 
enemy no longer poses any threat, 
we need to move from “war” to “po-
licing”, with the justification for tar-
geting particular individuals shifting 
from the distinction between com-
batants and non-combatants to the 
question of whether particular indi-
viduals are involved in war crimes 
at the time. I’m not sure the notion 
of “threat” does all the work Kahn’s 
argument requires, because, as the 
legitimacy of targeting sleeping 
combatants suggests, even in ordi-
nary warfare the enemy is often 
only a hypothetical or counterfactual 
threat. Nonetheless, there does 
seem to be something different 
about the case in which the enemy 
has only the desire and not the 
capacity to threaten us and some of 
my current research is directed to 
trying to sort out just what the dif-
ference is. 

After that, there are obvious con-
cerns about whether unmanned 
systems might lower the threshold 
of conflict by encouraging govern-

ments to think that they can go to 
war without taking casualties, or by 
making accidental conflict more 
likely. There are also some interest-
ing questions about what happens 
to military culture and the “warrior 
virtues” when warfighters no longer 
need to be brave or physically fit. 
Finally, there is an important and 
challenging set of issues that are 
likely to arise as more and more 
decision making responsibility about 
targeting and weapon release is 
handed over to the robots. At the 
moment, systems rely upon having 
human beings “in the loop” but this 
is unlikely to remain the case for too 
much longer; in the longer term, 
systems that can operate without a 
human controller will be more 
deadly and survivable than those 
that rely upon a link to a human 
controller. Eventually we will see an 
“arms race to autonomy” wherein 
control of the weapons will be 
handed over to on-board expert 
systems or artificial intelligences. A 
whole other set of ethical issues will 
arise at that point. 

In passing, I might mention that one 
of the objections people raise most 
often about robot weapons – that 
they make it easier to kill, by allow-
ing “killing at a distance” – seems to 
me to be rather weak. Crossbows 
allow people to kill at a distance and 
cruise missiles allow them to kill 
without ever laying eyes on their 
target. Operating a weapon by re-
mote control doesn’t seem to add 
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anything new to this. Indeed, one 
might think that the operators of 
UAVs will be more reluctant to kill 
than bombardiers or artillery gun-
ners because they typically see 
what happens to the target when 
they attack it.  

You mentioned earlier that it is hard 
to see anything wrong with the use 
of robots for tasks like mine clearing 
or IED disposal. In your 2008 arti-
cle, “Building a Better WarBot. Ethi-
cal Issues in the Design of Un-
manned Systems for Military Appli-
cations”, you go further than that 
and suggest that it is not just ethical 
to use robots but ethically man-
dated to do so if possible. Are there 
other scenarios in which you think 
the use of robots is morally re-
quired? Also, in that paper, you 
point towards the often neglected 
effects the use of teleoperated ro-
bots has on their operators. Is this 
something which should be consid-
ered more in the discussion of ethi-
cal challenges of military robots? 

There is some truth to the thought, 
“why send a person, when a robot 
can do it?” Commanders should be 
trying to protect the lives of those 
they command. Thus, if a robot can 
do the job instead of a human be-
ing, without generating other ethical 
issues, then, yes, it would be wrong 
not to use the robot.  

Of course, there are two important 
caveats in what I’ve just said.  

Firstly, the robot must be capable of 
succeeding in the mission – and, as 
I’ve said, I think there are fewer 
military applications where robots 
are serious competitors with human 
warfighters than people perhaps 
recognise.  

Secondly, there must not be other 
countervailing ethical considera-
tions that argue against the use of 
the robot. In particular, attacks on 
enemy targets by robotic systems 
must meet the tests of discrimina-
tion and proportionality within jus in 
bello. As long as there remains a 
human being “in the loop”, making 
the decision about weapon release, 
this need not present any special 
difficulty, so the use of teleoperated 
weapons such as the Predator will 
often be ethically mandated if the 
alternative is to put a human being 
in danger in order to achieve the 
same tasks. Suppression of enemy 
air defences is another case, often 
mentioned in the literature, where it 
may be wrong not to use a robot. If 
fully autonomous weapons systems 
are involved, however, the balance 
of considerations is likely to change 
significantly. Except in very specific 
circumstances, such as counter-fire 
roles, wherein it is possible to de-
lineate targets in such a way as to 
exclude the possibility of killing 
non-combatants, these weapons 
are unlikely to be capable of the 
necessary discrimination. More-
over, with both sorts of weapons 
there may be other ethical issues to 
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take into account, which might 
make it more ethical to send a hu-
man warfighter. 

It is also worth keeping in mind that 
the ethics of using a weapon once it 
exists and the ethics of developing 
it may be very different. We may 
have good reasons not to develop 
weapons that it might be ethical to 
use – for instance, if the develop-
ment of the weapon would make 
war more likely. 

Regarding the operators, yes, I very 
much believe that people should be 
paying more attention to the effects 
that operating these weapons will 
have – indeed, are already having –
 on their operators and to the ethical 
issues arising from them. Remotely 
operating a weapon like the Preda-
tor places the operator in a unique 
position, both “in” and outside of the 
battlespace. Their point of view and 
capacity for military action may be 
in Afghanistan, while they them-
selves are in Nevada. After they fire 
their weapons, by pressing a few 
controls, they “see” the bloody re-
sults of their actions. Yet they have 
access to few of the informal 
mechanisms arising out of deploy-
ment in a foreign theatre that may 
help warfighters process the ex-
periences they have been through. I 
have heard anecdotal reports from 
several sources that suggest the 
rates of post-traumatic stress disor-
der in the operators of the Predator 
are extremely high – and it certainly 

wouldn’t surprise me if this was the 
case. 

Gustav Däniker coined the term 
“miles protector” in 1992 after the 
Gulf War and summed up the new 
tasks of the future soldier in the 
slogan “protect, aid, rescue” 
(“Schützen, Helfen, Retten”). On the 
other hand there are arguments for 
the soldier to return to the role of 
the warfighter, often called the “core 
task” of soldiers. Do you think the 
shift from “war” to “policing” will 
have a significant impact on the 
self-image of soldiers and could you 
elaborate on your research in this 
matter? 

I don’t think increased use of robots 
will lead to a shift from “war” to “po-
licing”. Rather, I am arguing that the 
appropriate model to use in order to 
think about the justification of killing 
people who are no threat to you is 
“policing”. Police need to take much 
more care to protect the lives of 
bystanders and have far fewer 
moral privileges in relation to killing 
than do soldiers during wartime. So, 
yes, were soldiers to start to take on 
this role, this would require a sig-
nificant shift in their self-image. 
However, as I said, the argument 
I’m making about robots concerns 
the question of when, if ever, killing 
people via a robot is justified – not 
how often this is likely to happen. 
Unfortunately, I think it is much 
more likely that armed forces will 
use robots to kill people when they 
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shouldn’t than it is that they will 
change the nature of the missions 
they engage in because they have 
these new tools. 

Robots are of limited use in the 
sorts of peace-keeping and peace-
enforcement missions that Däniker 
had in mind when he coined the 
phrases you mention. However, 
they do clearly have their place. 
Avoiding casualties may be espe-
cially important when governments 
cannot rely upon public support for 
taking them because the national 
interest is not at stake. Mine-
clearing and bomb disposal are 
often an important way of winning 
the support of local populations –
 and robots can play a role here. 
The sort of surveillance that UAVs 
can provide is clearly a vital asset 
if one’s goal is to prevent conflict 
and keep enemies apart. To the 
extent that armed UAVs can attack 
targets more precisely, with less 
risk of unintended deaths, they 
may also contribute to the success 
of peace enforcement missions. 
However, ultimately success in 
these sorts of deployments will 
depend upon talking with local 
people and on building trust and 
relationships on the ground. Ro-
bots have nothing to contribute to 
this goal and may even get in the 
way of achieving it – if, for in-
stance, commanders’ access to 
intelligence from UAVs prevents 
them from seeking human intelli-
gence, or if the robots function in 

practice to isolate and alienate 
troops from the local population. 

On the other hand, I do think the 
use of robotic weapons has the 
potential to radically unsettle the 
self-image of soldiers ... if not 
along the lines you suggest. For 
instance, there is no need for war-
fighters to be courageous – at least 
in the sense of possessing physi-
cal courage – if they will be operat-
ing weapons thousands of miles 
away; nor need they be especially 
fit or even able-bodied. There can 
be no argument that women should 
not take on “combat” roles operat-
ing robots, as physical strength is 
irrelevant in these roles, as is vul-
nerability to sexual assault (I’m not 
saying these were ever good ar-
guments – just that it is especially 
obvious that they have absolutely 
no validity in this circumstance). It 
is hard to see how notions of “com-
radeship” apply when troops in-
volved in the same battle – or even 
in the same unit – may be in com-
pletely different locations. It is not 
clear that one can really display 
mercy by means of a robot: one 
might refrain from slaughtering the 
enemy but this in itself is not suffi-
cient to demonstrate the virtue of 
mercy. Indeed, there are whole 
sets of virtues and character traits 
currently associated with being a 
good “warrior” that may be com-
pletely unnecessary – or even im-
possible to cultivate – if one’s role 
is operating a robot.  
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Of course, it has always only been 
a minority of those serving in the 
armed forces who needed to be 
brave, resolute, physically fit, etcet-
era, and we are a long way yet from 
being able to replace significant 
numbers of frontline troops with 
robots. Yet it is clear that there is a 
real tension between the dynamics 
driving the introduction of un-
manned systems and the traditional 
function and self-image of soldiers. 
Eventually, I suspect, this will cause 
real problems for military organisa-
tions in terms of their internal cul-
tures and capacity to recruit. 

Since the St Petersburg Declaration 
of 1868 there have been various 
initiatives to restrict the use of 
weapons which cause unnecessary 
suffering. Do you think there is a 
need for additional international 
legislation to regulate the develop-
ment and deployment of robots by 
the military? If so, what could be 
brought forward in favour of such 
legislation? 

I definitely think we should be work-
ing towards an international frame-
work for regulating the development 
and deployment of military robots –
 although perhaps not for the rea-
son you suggest nor by the means 
you suggest.  

I haven’t seen any reason yet to 
believe that the use of robots will 
cause unnecessary suffering in the 
way that, for instance, nerve gas or 

dum dum bullets arguably do. Nor 
will robots necessarily kill any more 
people than the weapons and sys-
tems they will replace. 

The reason to be worried about the 
development of more and more so-
phisticated robotic weapons is that 
these systems may significantly 
lower the threshold of conflict and 
increase the risk of accidental war. 
The fact that governments can at-
tack targets at long distances with 
robotic weapons without risking 
casualties may mean that they are 
more likely to initiate military action, 
which will tend to generate more 
wars. I think we have already seen 
this effect in action with the use of 
the Predator in Pakistan and north-
ern Africa. If robotic weapons begin 
to be deployed in roles with “strate-
gic” implications – for instance, if the 
major powers start to place long-
range and heavily armed uninhab-
ited aerial vehicles or unmanned 
submersibles on permanent patrol 
just outside the airspace or territorial 
waters of their strategic rivals – then 
this will significantly decrease the 
threshold of conflict and increase the 
risk of accidental war. If fully 
autonomous weapons systems enter 
into widespread use then this will put 
a trigger for war into the hands of 
machines, which might also increase 
the risk of accidental war. 

So, yes, there are very good rea-
sons to want to regulate the devel-
opment of these weapons. However, 
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for pragmatic reasons to do with the 
likelihood of reaching agreement, I 
think it might be better to approach 
this as a traditional case for arms 
control, with bilateral or regional 
agreements being a priority, perhaps 
with the ultimate goal of eventually 
extending these more widely. It is 
hard to see the United States or 
Israel, which have a clear lead in the 
race to develop robotic weapons, 
accepting restrictions on the sys-
tems until it is in their interests to do 
so. Yet if their strategic competitors 
become capable of deploying weap-
ons that might pose a similar level of 
threat to them then they might be 
willing to consider arms control. 
Concerns about the threshold of 
conflict and risk of accidental war are 
familiar reasons to place limits on 
the number and nature of weapons 
that nations can field. As I argue in a 
recent paper, “Predators or Plough-
shares?”, in IEEE Technology and 
Society Magazine, a proper arms 
control regime for robotic weapons 
would need to govern: the range of 
these weapons; the number, yield, 
and range of the munitions they 
carry; their loiter time; and their ca-
pacity for “autonomous” action. If we 
could achieve one or more bilateral 
agreements along these lines it 
might then be possible to extend 
them to a more comprehensive set 
of restrictions on robotic weapons, 
perhaps even in the form of interna-
tional law. I suspect we are a long 
way from that prospect at this point 
in time. 

When it comes to the attribution of 
responsibility for the actions of mili-
tary robots you have suggested an 
analogy between robots and child 
soldiers. Could you elaborate on 
this? 

It is important to clarify that I was 
writing about cases in which it might 
be plausible to think that the robot 
“itself” made the decision to kill 
someone. There are actually three 
different scenarios we need to con-
sider when thinking about the re-
sponsibility for killing when robots 
are involved.  

The first is when the “robot” is a 
remote control or teleoperated de-
vice, as is the case with Predator 
and other UAVs today. In this case, 
it is really the human being that 
kills, using the device, and the re-
sponsibility rests with the person 
doing the killing.  

The second is where the robot is 
not controlled by a human being 
but reacts to circumstances “auto-
matically” as it were, as it would if 
it were controlled by clockwork or 
by a computer. In this case, the 
appropriate model upon which to 
conceptualise responsibility is the 
landmine. While there is a sense in 
which we might say that a land-
mine “chose” to explode at some 
particular moment, we don’t think 
that there is any sense in which the 
moral responsibility for the death 
that results rests with the mine. 
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Instead, it rests with the person 
who placed the mine there, or who 
ordered it to be placed there, or 
who designed it, etcetera. This 
model remains appropriate to ro-
bots, even if the robot contains a 
very sophisticated onboard com-
puter capable of reacting to its 
environment and tracking and at-
tacking various targets, etcetera, –
 as long as there is no question 
that the robot is a machine lacking 
consciousness and volition. When 
computers are involved it may be 
difficult to identify which person or 
persons are responsible for the 
“actions” of the machine. However, 
it is clear both that the question of 
responsibility will be no different in 
kind to others that arise in war due 
to the role of large organisations 
and complex systems and that the 
appropriate solution will usually be 
to assign responsibility to some 
person. 

A third scenario will arise if robots 
ever come to have sufficient capac-
ity for autonomous action that we 
start to feel uncomfortable with 
holding human beings responsible 
for their actions. That is, if we ever 
reach the point where we want to 
say that the robot itself made the 
decision to kill someone. It’s clear 
that none of the current generation 
of military robots come anywhere 
near to possessing this capacity –
 whether they ever will depends 
upon the progress of research into 
genuine artificial intelligence. 

It was this third scenario that I was 
investigating in my article on “Killer 
Robots”. I was interested in whether 
it will ever be possible to hold even 
genuine artificial intelligences mor-
ally responsible for what they do, 
given the difficulties involved in 
applying some of our other con-
cepts, which are connected to re-
sponsibility, to machines – concepts 
such as suffering, remorse, or pun-
ishment. It seems as though there 
is a “gap” in the spectrum of de-
grees of autonomy and responsibil-
ity, wherein certain sorts of crea-
tures – including, possibly, robots –
 may be sufficiently autonomous 
that we admit they are the origin of 
their actions, but not to the extent 
that we can hold them morally re-
sponsible for their actions. When 
we are dealing with entities that fall 
into this gap then we rightly feel 
uncomfortable with holding some-
one else responsible for their ac-
tions, yet it is hard to see what the 
alternative might be – unless it is to 
admit that no one is responsible. 
The latter option is not something 
we should accept when it comes to 
the ethics of war.  

The use of child soldiers was the 
best model I could come up with to 
help think about this scenario. With 
child soldiers, you can’t really hold 
them morally responsible for what 
they do, however, nor would it be 
fair to hold their commanding officer 
morally responsible for what they 
do, if he or she was ordered to send 
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them into battle. Even the person 
who conscripts them seems to be 
responsible for that rather than for 
what the children do in battle. One –
 though not necessarily the most 
important – of the reasons why 
using child soldiers in warfare is 
unethical, then, is that they may 
cause deaths for which no one may 
properly be held responsible. I think 
there is a similar danger if we ever 
reach the point where we would be 
willing to say that robots were really 
making the decision as to who 
should live or die ... 

Though it is still disputed whether 
there will be ever something like a 
genuine artificial moral agent, it 
seems clear that artificial intelli-
gence in military robots will continu-
ally improve and the roles of military 
robots will expand in future armed 
conflicts. So if robots gradually en-
ter this third scenario – being suffi-
ciently autonomous that they are 
the origin of their actions but not 
such that we can hold them morally 
responsible for their actions – how 
could this be integrated in the exist-
ing ethics of war? And is “keeping 
the human in the loop” – which the 
military always insist they will do, 
whenever these weapons are men-
tioned – a serious and plausible 
possibility? 

The answers to your two questions 
are closely connected. Let me begin 
with your second question because 
it is, perhaps, slightly easier to an-

swer and because the answer to 
this question has important implica-
tions for the answer to your first 
question.  

We could insist upon keeping hu-
man beings in the loop wherever 
robots are used but this could only 
be sustained at a high cost to the 
utility of these systems – and for 
that reason I think it is unlikely to 
happen, despite what military 
sources say today. The communi-
cations infrastructure necessary to 
keep a human being in the loop is 
an obvious weak point in unmanned 
systems. In the longer term, the 
tempo of battle will become too fast 
for human beings to compete with 
robots. For both these reasons, the 
military is eventually likely to want 
to field systems that are capable of 
operating in “fully autonomous” 
mode: if an arms race to build ro-
botic weapons should develop, then 
nations may have little choice but to 
field autonomous weapons. More-
over, there are some potential roles 
for unmanned systems, such as 
long-range anti-submarine warfare 
or “stealthed” precision air strikes, 
where it simply will not be possible 
to put a human being in the loop. 
Yet, again, these are applications 
that nations in pursuit of military 
supremacy – or even parity – can ill 
afford to ignore. It is therefore a 
politically expedient fiction, which 
the military are promulgating, to 
insist that there will always be a 
human in the loop. What’s more, I 
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think the better military analysts 
know this! 

The answer to your second ques-
tion is therefore both “yes” and “no”. 
Keeping human beings in the loop 
is plausible in the sense that we 
could do it and – I will argue in a 
minute – we may have good rea-
sons to do it. However it is not a 
serious possibility in the sense that 
it is not likely to happen without a 
concerted effort being made to 
achieve it. 

To turn now to your first question. 
As far as integrating autonomous 
weapons systems into the ethics of 
war goes, I believe this will be very 
difficult – as my comparison with 
child soldiers suggests. The obvi-
ous solution, which is, I believe, the 
one that militaries will eventually 
come to adopt, is to assign respon-
sibility for the consequences of the 
use of autonomous weapons to the 
person who orders their use; we 
might think of this as insisting that 
the commander has “strict liability” 
for any deaths that result. However, 
the question then arises as to 
whether or not this is fair to the 
military officers involved? Com-
manders are currently held respon-
sible for the activities of the troops 
they command but this responsibil-
ity is mitigated if it can be shown 
that individuals disobeyed their 
orders and the commander took all 
feasible steps to try to prevent this. 
Where this occurs, the moral re-

sponsibility for the troops’ actions 
devolves to the troops themselves. 
It is this last step that will be impos-
sible if it is machines that have 
“chosen” to kill without being or-
dered to do so, which is why we 
may need to insist upon the strict 
liability of the commander. How-
ever, this means there is a risk the 
commander will be held responsible 
for actions they could not have rea-
sonably foreseen or prevented. I 
must admit I also worry about the 
other possibility – that no one will 
be held responsible. 

If we do begin using autonomous 
weapons systems with something 
approaching genuine artificial intelli-
gence in wartime, then we must 
insist that a human being be held 
responsible for the consequences of 
the operations of these weapons at 
all times – this will involve imposing 
strict liability. The alternative would 
be to reject the use of these systems 
and to insist upon keeping a human 
being in the loop. However, as I’ve 
said, there are many dynamics work-
ing against this outcome. 

I should mention that another alter-
native that has received a signifi-
cant amount of attention in the lit-
erature and the media recently –
 that we should “program ethics” 
into the weapon – is to my mind an 
obvious non-starter. Ron Arkin at 
Georgia Tech has recently pub-
lished a book advocating this. How-
ever, with all respect to Ron, who 
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was extremely kind to me when I 
visited him at Georgia Tech, this is 
a project that could only seem plau-
sible as long as we entertained a 
particularly narrow and mechanical 
view of ethics.  

It will undoubtedly be possible to 
improve the capacity of robots to 
discriminate between different cate-
gories of targets. Moreover, there 
are, perhaps, some categories of 
targets that it will almost always be 
ethical to attack. John Canning, at 
the US Naval Surface Warfare Cen-
tre, is very keen on the idea that 
autonomous weapons systems 
might be programmed to attack only 
those holding weapons or even to 
attack only the weapon system, 
thereby disarming the enemy.  

However, even if it is possible to 
build such systems there is a real 
possibility of deadly error. The 
proper application of the principles 
of discrimination and proportionality, 
which largely determine the ethics 
of using lethal force in wartime, is 
extremely context dependent. Even 
if the potential target is an enemy 
Main Battle Tank – which you’d 
normally think it would be okay to 
attack – whether or not this is ethi-
cal in any particular case will de-
pend on context: whether the en-
emy has surrendered, or is so badly 
damaged as to no longer pose a 
threat, or has recently started tow-
ing a bus full of school children. 
More generally, assessments of 

when someone or something is a 
legitimate military target will often 
depend on judgements about the 
intentions of the enemy, which in 
turn need be informed by knowl-
edge of history and politics. Robots 
don’t have anywhere near the ca-
pacity to recognise the relevant 
circumstances, let alone come to 
the appropriate conclusions about 
them – and there is no sign that 
they are likely to have these for the 
foreseeable future. So even the 
idea that we could rely upon these 
systems to be capable of discrimi-
nation seems to me a fantasy. 

When it comes to the idea that they 
could actually reason or behave 
ethically, we are even more firmly in 
the realm of science fiction. Acting 
ethically requires a sensitivity to the 
entire range of human experience. 
It simply isn’t possible to “algorith-
matise” this – or at least no philoso-
pher in human history has been 
able to come up with a formula that 
will determine what is ethical. I 
would be very surprised if any engi-
neer or computer scientist managed 
to do so! 

You mentioned at the outset that 
your early research was about non-
military robots. Before we finish, 
can we talk about that for a mo-
ment? Do you have any thoughts 
on the use of robots more generally, 
their impact on society, and their 
possible influence on interpersonal 
relations? I know that people are 
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talking about a future for robots in 
the entertainment and sex indus-
tries and that you have written 
about the ethics of using robots in 
aged care settings. Should we be 
looking forward to the development 
of robot pets and companions? 

I think it’s highly improbable that 
robots will have much influence on 
society or interpersonal relations for 
the foreseeable future – mostly 
because I think it is unlikely that 
robots will prove to be useful in our 
day-to-day lives anytime soon. 
Since the 1950s at least, people 
have been talking about how we 
would soon have robots living and 
working alongside us. I am still wait-
ing for my robot butler!  

There are some pretty straightfor-
ward reasons for the absence of 
any useful robots outside of very 
specific domains, although they 
are often ignored in media discus-
sions of the topic. Humans are 
complex and unpredictable crea-
tures, which makes us hard for 
robots to deal with. In order for 
robots to be able to perform useful 
roles around the home or in the 
community, they would need to be 
large, which means they will be 
heavy and therefore dangerous, 
and extremely sophisticated, which 
means they will be expensive and 
difficult to maintain. For all these 
reasons, robots and humans don’t 
mix well and in domains where 
robots do play a significant role, 

such as manufacturing, this has 
been made possible by keeping 
robots and people apart. 

Bizarrely, war turns out to be a rela-
tively friendly environment for ro-
bots. Killing someone, by pointing 
and firing a weapon at them, is a 
much easier task for a robot than 
helping them is. War is also a do-
main in which it is plausible to think 
one might be able to reliably sepa-
rate those humans we don’t want to 
place at risk of injury from the ro-
bots that might injure them through 
the simple expedience of ordering 
the human beings to stay clear of 
the robots. This also has the virtue 
of protecting the robots. Budgets for 
“defence” spending being what they 
are, military robots can be very 
expensive and still profitable to sell 
and manufacture. “Domestic” robots 
would have to compete with under-
paid human carers and servants, 
which makes it much tougher to 
make them commercially viable. 
There is, admittedly, more room for 
the development of more-and-more 
sophisticated robotic toys, including 
sex toys, but I think we are a long 
way from the point where these will 
start replacing relations between 
people or between people and their 
(real) pets. 

None of this is to say that I don’t 
think there are ethical issues asso-
ciated with the attempt to design 
robots for these roles. Designing 
robots so that people mistake them 



 101 

for sentient creatures involves de-
ception, which may be problematic. 
Thinking it would be appropriate to 
place robots in caring roles in aged 
care settings – or even to use them 
to replace human workers, such as 
cleaners, who may be some of the 
few people that lonely older people 
have daily contact with – seems to 
me to involve a profound lack of 
empathy and respect for older peo-
ple. 

I am looking forward to seeing more 
robots. Robots are cool! I think the 
engineering challenges are fasci-
nating, as is what we learn about 
the problems animals and other 
organisms have solved in order to 
live in the world. However, we 
should remember that engineers 
want to – and should be funded to –
 build robots because of the chal-
lenges involved and that often the 
things they are required to say 
nowadays to secure that funding 
involve them moving a long way 
outside of their expertise. As soon 
as people start talking about real-
world applications for robots, the 
most important things to consider 
are facts about people, societies, 
politics, economics, etcetera. These 
are the things that will determine 

whether or how robots will enter 
society. Indeed, it has always been 
the case that when people appear 
to be talking about robots, what 
they are mostly talking about is 
human beings – our values, our 
hopes and fears, what we think are 
the most pressing problems we 
face, and what sort of world we 
want to live in. This is one of the 
reasons why I chuckle whenever I 
hear anyone talking about Asimov’s 
“three laws of robotics” as though 
these were a serious resource to 
draw upon when thinking about how 
to build ethical robots. Asimov was 
writing about people, not robots! 
The robots were just devices to use 
to tell stories about what it meant to 
be human.  

The fact that human beings build –
 and talk about – robots to satisfy 
and amuse other human beings 
means that the most important 
truths about robots are truths about 
human beings. When it comes to 
talking about the future of robotics, 
then, you would often do just as 
well – or even better – talking to a 
philosopher or other humanities 
scholars rather than to an engineer 
or roboticist. 
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Peter Asaro: 
Military Robots and Just War Theory 
 
How and why did you get interested 
in the field of robots and especially 
military robots?  

When I was writing my dissertation 
on the history of cybernetic brain 
models and their impact on phi-
losophical theories of the mind, I 
became very interested in the ma-
teriality of computation and the 
embodiment of mind. From a tech-
nological perspective, materiality 
had a huge impact on the devel-
opment of computers, and conse-
quently on computational theories 
of mind, but this material history 
has been largely ignored, perhaps 
systematically to make computa-
tion seem more like pure mathe-
matics.  

During this time, I was asked to 
write a review of a book by Hans 
Moravec, about robots with human-
level cognition, which made some 
pretty wild speculations based on 
the notion that cognition was a 
purely Platonic process that would 
someday escape its materiality. For 
instance, the idea that computa-
tional simulations might become 
just as good as real things if they 
were complicated enough, and 
contained enough detail and data. It 
seemed to me that this missed the 

role of material processes in cogni-
tion and computation.  

This led me to start thinking about 
explicitly material forms of artificial 
cognition, more specifically robots 
as computers with obvious input-
output relations to the material 
world. Pretty soon I was making a 
documentary film about social and 
emotional robotics, Love Machine 
(2001), which explored how impor-
tant embodiment is to emotions like 
love and fear, and how roboticists 
were seeking to model these and 
what it would mean to build a robot 
that could love a person. 

Because of that film, a few years 
later I was invited to write a paper 
on “Robot Ethics.” In researching 
that paper, I came across Colin 
Allen and Wendell Wallach’s work 
on artificial moral agents, I was 
struck again by a sense that em-
bodiment and materiality were not 
getting the attention they deserved 
in this emerging field. It seemed to 
me that the goal of robot ethics 
should not be to work out problems 
in ethics using computers, but to 
actually figure out ethical rules and 
policies for how to keep real robots 
from doing real harm to real people. 
The most obvious place where such 
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harm might occur, and thus ethical 
considerations should arise, also 
turns out to be the area of robotics 
research that is receiving by far the 
most funding: military applications. 
The more research I did on the 
state-of-the-art of military robotics, 
the more I realized that this was a 
social and political issue of great 
importance, as well as one of phi-
losophical interest. So I pursued it. 

In the last couple of years, how did 
philosophy as a professional field 
adjust to the intensified develop-
ment and deployment of artificial 
intelligence, robots in general and 
of unmanned systems by the mili-
tary in particular? As a philosopher 
yourself, in your personal opinion, 
how should and how could philoso-
phers contribute to the debates in 
this field? 

I would say that as a professional 
field, I am a bit disappointed that 
philosophy has not had a better 
organized response to the rise of 
technology in general, and the in-
tensified development and deploy-
ment of AI and robots in particular. 
While there are some good people 
working on important issues in 
these areas, there are only a hand-
ful of groups trying to organize con-
ferences, workshops and publica-
tions at the intersection of philoso-
phy and real-world computing and 
engineering. Especially compared 
to other subfields like medical eth-
ics, bio-ethics, neuro-ethics, or even 

nano-ethics, where there seems to 
be more funding available, more 
organizations and institutes, and 
more influence on the actual poli-
cies in those areas. But information 
ethics has been getting traction, 
especially in the areas of informa-
tion privacy and intellectual prop-
erty, so perhaps robot ethics will 
start to catch up in the area of mili-
tary robotics. It is still a small group 
of people working on this problem, 
and most of them seem to be on 
your interview list. 

In my opinion, philosophers can 
make significant contributions to 
the debates on the use of military 
robotics. Philosophers are often 
accused of navel-gazing and ir-
relevance, whereas the develop-
ment and use of lethal military ro-
botics presents philosophically 
interesting problems with pressing 
real-world relevance. So this issue 
has the potential to make philoso-
phy more relevant, but only if phi-
losophers are willing to engage 
with the real-world complexity of 
the debate. And doing so can be 
fraught with its own moral and 
ethical issues – you have to con-
sider if your own work could be 
used to justify and rationalize the 
development of some terrible new 
weapon. The theoretical work re-
quires a great deal of intellectual 
integrity, and the policy work re-
quires a great deal of moral sensi-
tivity. I think these are the traits of 
a good philosopher. 
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A lot of people think about military 
robots and unmanned systems 
merely in technological categories. 
Why do you think it is necessary to 
broaden the approach and to stress 
ethical and philosophical aspects if 
machines are to be developed and 
used in military contexts? 

Part of the reason that military 
robots snuck up on us so quickly, 
despite the warnings from science 
fiction, is that in many ways they 
are only small technological steps 
beyond military systems that we 
already know and accept in mod-
ern warfare. The initial strategy to 
call these systems into question is 
to argue that “autonomy” is a criti-
cal disjunction, a qualitative leap, 
in the evolution of military robots. 
But I do not think it is necessary to 
make that argument in order to 
question the morality of using ro-
botics. In fact, my most recent arti-
cle focuses on the morality of tele-
operated robotics. Rather, I think 
we can look at the history of mili-
tary strategy and technology, es-
pecially beginning in World War I 
and continuing through the Cold 
War and the Global War on Terror, 
and see how our generally ac-
cepted views of what is ethical in 
war have evolved along with new 
technologies. It is not a very flatter-
ing history, despite the fact that 
most officers, soldiers and engi-
neers have made concerted efforts 
to make ethical choices along the 
way.  

In my view, the critical ethical is-
sues are systemic ones. We will not 
have more ethical wars just be-
cause we have more ethical sol-
diers, or more ethical robots. First of 
all, this is because there will always 
be a fundamental question of 
whether a war is just or not. The 
moral justification for developing 
and amassing military power will 
always depend upon the morality of 
the group of individuals who wield 
that power and how they choose to 
use it (Just War theorists call this 
jus ad bellum).  

Second of all, warfare is a cultural 
practice. While it is cliché to say 
that warfare has been around as 
long as humans have (or even 
longer among other animals, per-
haps), it is important to note that 
how wars are fought is built upon 
social, cultural and ethical norms 
that are very specific to a time and 
a culture. Over the last two centu-
ries, warfare has become increas-
ingly industrialized, subjected to 
scientific study, and made increas-
ingly efficient. One result of those 
efforts is the incredibly sophisti-
cated weapons systems that we 
now have. On the one hand, it is 
not necessary that efficiency 
should be the highest value –
 nations could have pursued hon-
our, chivalry, valour, glory, or some 
other values as the highest, and 
then warfare would look different 
now. On the other hand, efficiency 
alone is not sufficient to win a war 
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or control a population because 
there is a huge socio-psychological 
element as well – which is why we 
have also seen militaries develop 
and deploy media and communica-
tion technologies, as well as rheto-
ric and propaganda, to shape peo-
ple’s perceptions and beliefs. Even 
if we believe Machiavelli when he 
advises his prince that it is better to 
be feared than loved, fear is still a 
psychological phenomenon, and 
even the most ruthless and techno-
logically advanced tyranny could 
not maintain itself without suffi-
ciently aligning the interests of the 
people with its own. There are 
numerous examples of great and 
mighty militaries that have suc-
cessfully destroyed the military 
forces of their enemies, but ulti-
mately failed to conquer a territory 
because they failed to win the 
“hearts and minds” of those who 
lived there. Which is just another 
way of saying that warfare is a 
cultural practice. Of course, there 
are also many examples of con-
querors simply trying to eliminate 
the conquered peoples, and the 
efficiency of modern weapons 
makes genocide more technically 
feasible than it was historically. 
Robot armies could continue this 
trend to terrible new levels, allow-
ing even smaller groups of people 
to dominate larger territories and 
populations, or commit genocides 
more quickly and with fewer human 
collaborators. Hannah Arendt ar-
gued that because of this, robot 

armies are potentially more insidi-
ous than atomic weapons. 

If we want to take a step back from 
history, and the question of why we 
have come to a place where we are 
building lethal military robots, we 
can ask how we should build such 
robots, or whether we should build 
them at all, or what we should be 
building instead. So from a strategic 
point of view, the US might under-
mine support for terrorists more 
efficiently through aid programs to 
places where terrorism thrives due 
to poverty, than they would by put-
ting those funds towards demon-
strating their military superiority. We 
can also ask what values a nation is 
projecting when they commit such 
vast amounts of time and resources 
to fighting a war by remote-control, 
or with autonomous robots. Having 
received your questions just after 
the 40th anniversary of the Apollo 11 
moon landing, I am reminded that 
despite its being a remarkable 
event in human history, it only oc-
curred because of the specific his-
tory of the Space Race as a compe-
tition between the ideologies of the 
Cold War. In that case, the US 
scored a symbolic victory in techno-
logical achievement by landing a 
man on the moon, but it was also 
about projecting values of ingenuity, 
technological sophistication and 
teamwork. The US also spent a 
vast amount of mental and mone-
tary resources in achieving that 
goal. In the case of military robotics, 
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I think it is a philosophical question 
to ask what values are being pro-
moted and projected by these tech-
nologies, and if those are the values 
society ought to be pursuing above 
others. If we want to project techno-
logical prowess and pragmatic in-
genuity, this could also be done 
through developing technologies, 
public works, aid, and environ-
mental projects that ameliorated the 
underlying social, political and re-
source problems. 

Contrary to most of the media cov-
erage, the unmanned systems de-
ployed by the military today are in 
general mostly tele-operated 
(though including some autono-
mous functions or potential) but not 
fully autonomous. In your last article 
for the IEEE Technology and Soci-
ety magazine1 you were specifically 
pointing out the importance of ethi-
cal considerations regarding these 
systems, which rely on human deci-
sion making and analyzed three 
different approaches to the design 
of these systems. Could you elabo-
rate on that? 

In that paper I was approaching the 
ethics of tele-operated lethal military 
robots as a problem in engineering 
ethics. That is, I wanted to ask what 
it would mean to actually design 
such a system “ethically.” Mary 
Cummings, a former Navy combat 
pilot who now teaches interface 
design at MIT, has taken a similar 
approach. She calls her approach 

“value-centered design” and the 
idea is to have engineers brain-
storm about potential ethical or 
safety issues, establish sets of val-
ues that should be design goals 
(like limiting civilian deaths), and 
then to actually evaluate and com-
pare the alternative system designs 
according to those values. Another 
view proposed by Ron Arkin (actu-
ally for autonomous robots but it 
could be applied to tele-operated 
robots as well) is that of the “ethical 
governor.” Basically, this is a sys-
tem which follows a set of rules, like 
the Laws of Armed Conflict and 
Rules of Engagement, and stops 
the robot if it is about to commit a 
war crime or an atrocity. This ap-
proach assumes that you can de-
velop a set of rules for the robot to 
follow which will guarantee it does 
nothing unethical on the battlefield. 

The problem with both of these 
approaches is that they see values 
and ethical rules as black boxes. It 
is as if we can simply program all 
the ethical rules and make the robot 
follow them without considering the 
context in which ethical decisions 
are made. However, in real-world 
moral and ethical decision-making, 
humans deliberate. That is, they 
consider different perspectives and 
alternatives, and then decide what 
is right in a given situation. Am I 
really more ethical because my gun 
will not fire when I point it at inno-
cent people, or am I just less likely 
to shoot them? I think that if we 
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really want to make robots (or any 
kind of technology) more ethical, we 
should enhance the ethical deci-
sion-making of the people that op-
erate them. The paper then asks: 
What would it mean to build tech-
nologies that actually do that? I 
propose a “user-centered ap-
proach,” which seeks to understand 
how people actually make ethical 
decisions, as an information-
processing problem. What kind of 
information do people actually use 
to make these lethal decisions? 
What roles do emotion, empathy, 
and stress play? We really do not 
understand these things very well 
yet, but I think the answers might 
surprise us, and might also lead to 
the design of technological systems 
which actually make it harder for 
people to use them unethically be-
cause they are better informed and 
more aware of the moral implica-
tions of their use of the system.  

So if I understand you correctly, 
instead of equipping the user with 
an artificial ethical governor, you 
would prefer to “equip” the user with 
ethical values and understanding 
and leave the actual decision-
making in the human sphere. This 
would be similar to the “keep the 
human in the loop” approach, which 
has also been put forward by some 
people in the militaries. On the 
other hand, especially the amount 
of information to be processed in 
shorter and shorter time by the 
human operator/supervisor of mili-

tary systems is likely to increase 
beyond the capacity of the human 
physique, which might offer an ad-
vantage to systems without human 
participation. Do you think that this 
user-centered approach (and simi-
lar matters) could be regulated by 
international legislation, for example 
a ban on all armed autonomous 
systems without human integration 
of decision-making? 

The short answer is: Yes, we 
should seek an international ban on 
all autonomous lethal systems, and 
require all lethal systems to have 
significant human involvement in 
the use of lethal force. Just what 
“significant human involvement” 
might mean, and how to make that 
both technologically effective and 
politically acceptable to potential 
participants to a treaty is a matter 
for discussion. Sure, there are 
questions about how to implement 
and enforce such a treaty, but just 
having an international consensus 
that such systems are immoral and 
illegal would be a major step. 

I think we should strive to keep the 
human in the loop both because 
this clarifies moral responsibility in 
war, and because humans are al-
ready very sophisticated ethical 
information processing systems. 
Information technologies are quite 
plastic and can be developed in a 
variety of ways depending on our 
goals and interests. What I am sug-
gesting is that instead of trying to 
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formalize a set of rules for when it is 
OK for a robot to kill someone, and 
build that into a robot as a black-
box module, that as an ethical engi-
neer one might instead invest tech-
nological development resources 
into improving the lethal decision-
making of humans.  

I have heard various versions of 
the argument that there is too 
much information, or not enough 
time, for humans to make the nec-
essary decisions involved, and so 
there is, or soon will be, a need to 
automate the process. For in-
stance, those who supported the 
“Star Wars” Strategic Defense 
Initiative argued that human reac-
tion times were not sufficient to 
react to a nuclear assault, and so 
the missile defense system and 
retaliation should be made fully 
automatic. But while our intuitions 
might be to accept this in a particu-
lar high-risk case, this is actually a 
misleading intuition. If that particu-
lar case is highly improbable, and 
there are many potential high-risk 
system malfunctions with having 
such an automated system, then 
the probability of catastrophe from 
malfunction could be much higher 
than from the case it is designed to 
defend against. I think we are bet-
ter off keeping humans in the loop 
and accepting their potential fallibil-
ity, as opposed to turning our fate 
over to an automated system that 
may have potentially catastrophic 
failures.  

The mistaken intuition comes from 
the fact that you can justify all sorts 
of things when the fate of the 
whole world (or all of humanity, or 
anything of infinite or absolute 
value) is at stake, even if the prob-
abilities are vanishingly small com-
pared to the risks you incur from 
the things you do to avoid it. There 
is much more to the debates about 
keeping humans in the nuclear 
loop, particularly in nuclear deter-
rence theory, and in training simu-
lations where many people (not 
aware it is a simulation) do not 
“push the button” when ordered to. 
I bring up this example because 
the history of this kind of thinking 
continues to have a huge influence 
on military technology and policy 
well after the end of the Cold War. 
While in the case of nuclear war 
the decisions may result in the end 
of civilizations, in robotic war the 
decisions may only result in the 
end of tens or hundreds human 
lives at a time (unless you are wor-
ried about robots taking over). The 
stakes are smaller, but the issues 
are the same. The differences are 
that our intuitions get distorted at 
the extremes on the one hand, and 
on the other hand that because the 
decision to kill one person on a 
battlefield where so many already 
die so senselessly does not seem 
like much of a change, so we might 
be seduced into accepting 
autonomous lethal robots as just 
another technology of war. For 
robotic systems, our intuition might 
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be to accept autonomous lethal 
robots with some kind of built-in 
safety system, or even believe that 
they might be “better” than humans 
at some decision-making task. 
However, the real risks of building 
and deploying such systems, and 
their negative long-term effects on 
strategy and politics, are probably 
much higher than the safety gains 
in the hypothetical design cases, 
but we just do not have any easy 
way to measure and account for 
those systemic risks. 

I rather like Arkin’s concept of the 
ethical governor for robots, actually, 
and think it is compatible with keep-
ing humans in the loop. My dis-
agreement is with his argument that 
such a system can outperform a 
human in general (though for any 
well-defined, formalized and opera-
tionalized case you can probably 
program a computer to do better if 
you work at it long enough) be-
cause the real world will always 
present novel situations that are 
unlike the cases the robot is de-
signed to deal with. The basic idea 
for the ethical governor is for it to 
anticipate the consequences of the 
robot’s actions, and to override the 
planned actions of the robot when-
ever it detects that someone will be 
wrongly killed as a result. That 
could be used as a safety mecha-
nism that prevents humans from 
making mistakes by providing a 
warning that requires an override. 
Moreover, when we look at the 

current situation, and see that hu-
mans do far better than robots 
when it comes to ethical decision 
making, why are we investing in 
improving robot performance, rather 
than in further improving human 
performance?  

Besides, if we really want to auto-
mate ethical decision-making, then 
we need to understand ethical deci-
sion-making, not just in theory but 
empirically. And so I argue that the 
first step in user-centered design is 
to understand the ethical problems 
the user faces, the cognitive proc-
esses they employ to solve those 
problems, and to find out what kind 
of information is useful and rele-
vant, so that we can design sys-
tems that improve the ethical deci-
sion-making of the people who op-
erate these lethal systems. I call 
this “modelling the moral user.” If 
part of the problem is that there is 
too much information, that just 
means that we need to use the 
technology to process, filter and 
organize that information into a form 
that is more useful to the user. If 
part of the problem is that users do 
not know how much to trust or rely 
upon certain pieces of information, 
then the system needs to make 
transparent how and when informa-
tion was obtained and how reliable 
it is. These are questions that are 
important both philosophically, as 
matters of practical epistemology 
and ethics, and from an engineering 
perspective. 
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In the last couple of years un-
manned systems were deployed 
and used by the US Armed Forces 
in considerable numbers, e.g. in 
Afghanistan and Iraq, and are be-
coming a more and more common 
sight in and above the operational 
areas. With the ongoing develop-
ments, the ethical and legal debate 
on the deployment of robots as 
military (weapon) systems has in-
tensified. From your point of view, 
what should be the main considera-
tions regarding the Law of Armed 
Conflict and Just War Theory? 

There are several crucial areas of 
concern in the Pentagon's in-
creased adoption of robotic tech-
nology. It is hard to say what the 
greatest concern is, but it is worth 
paying attention to how military 
robots are already contributing to 
new strategies. 

We should be immediately con-
cerned at the increasing use of 
armed UAVs within Pakistan over 
the past 12 months--a policy begun 
under President Bush and em-
braced by President Obama. This 
policy is born out of political expedi-
ency, as a military strategy for op-
erations in a country which the US 
is not at war with, nor is there any 
declared war.  

By stating that it is a matter of politi-
cal expediency I mean that the fact 
that these robotic technologies exist 
provides a means for a kind of lethal 

US military presence in Pakistan 
which would not be possible other-
wise, without either the overt con-
sent of the Pakistani government, 
expand the official war zone of the 
Afghan war to include parts of Paki-
stan, an act of war by the US against 
Pakistan’s sovereignty, or the US 
risking the loss of pilots or comman-
dos in covert raids (who would not 
be entitled to the rights of prisoners 
of war under the Geneva Conven-
tions because they would not be 
participating in a war). There is a 
lack of political will within Pakistan to 
allow the US military to operate 
freely against the Taliban within its 
borders (though it was recently re-
vealed that Pakistan does allow the 
US to operate a UAV launching base 
within its borders), just as there is a 
lack of political will in the US to de-
stabilize Pakistan and take respon-
sibility for the consequences. The 
UAVs provide a means to conduct 
covert raids with reduced risks, and 
while these raids are publicly criti-
cized by officials of the Pakistani 
government, the situation seems to 
be tolerated as a sort of compromise 
solution. Despite the recent news 
that a US drone has assassinated 
the head of the Taliban in Pakistan, I 
am skeptical that these UAV “de-
capitation” raids will make a signifi-
cant impact on the military or political 
problems that Pakistan faces, and 
may do more harm than good in 
terms of the long-term stability of 
Pakistan. This is a bad precedent for 
international conflicts insofar as it 
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appears to have resulted in numer-
ous unnecessary civilian casualties 
outside of a declared war zone, and 
moreover it seems to legitimate a 
grey area of covert war fought by 
robots (thus allowing robots to cir-
cumvent international and local laws 
against extra-judicial and targeted 
killings and kidnappings much in the 
way on-line casinos circumvent laws 
against gambling through the physi-
cal separation of an agent and their 
actions). It is not surprising that 
these missions are under the opera-
tional control of the CIA (rather than 
the military), and that the CIA actu-
ally outsources the arming and 
launching of the UAVs in Pakistan to 
non-governmental mercenary forces 
such as Blackwater/XE. So while 
proponents of lethal robots are in-
voking Just War Theory and arguing 
that they can design these robots to 
conform to its standards, we see that 
the most frequent use of lethal ro-
bots today, in Pakistan, falls com-
pletely outside the requirements of 
Just War Theory because there is no 
war, and the military is not even 
pulling the trigger precisely because 
it is illegal for them to do so.  

However, it should be noted that in 
Afghanistan the civilian casualties 
have been far greater in airstrikes 
from conventional aircraft and from 
commando raids, than from UAVs. 
I believe this is probably due to the 
fact that the Predator UAVs are 
only armed with Hellfire missiles, 
which are fairly accurate and rela-

tively small compared to the large 
guided bombs dropped by conven-
tional aircraft (but are now carried 
by the recently deployed Reaper 
UAVs), and because there have 
been comparatively fewer armed 
UAV missions so far. Commando 
raids probably have higher civilian 
casualty rates in part because the 
commandos have a strong interest 
in self-preservation and are much 
more vulnerable than aircraft 
(manned or unmanned), and due 
to the particular circumstances in 
Afghanistan – where nearly every 
household keeps guns and often 
military assault rifles for home-
defense, and the natural reaction 
to gunfire in the streets is to come 
out armed with the house-hold 
gun. When those circumstances 
are combined with Rules of En-
gagement that allow commandos 
to kill civilians presenting a threat 
by carrying guns, it is not surpris-
ing that many civilians who sup-
port, or at least have no interest in 
fighting against, the US forces 
wind up getting killed in such raids. 
So while on the one hand we might 
want to argue that UAVs could 
reduce civilian casualties in such 
raids, we could also ask the sys-
temic question of whether such 
raids are an effective or ethical 
strategy at all or, as some have 
argued, are really a tactic posing 
as a strategy. The Dutch military 
forces in Afghanistan have devel-
oped a very different strategy 
based on a community-policing 
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model, rather than a surgical-strike 
model, though unfortunately it is 
not being used in all regions of the 
country. 

Ultimately, the situations in both 
Afghanistan and Pakistan require 
political solutions, in which the mili-
tary will play a role, but even the 
most sophisticated robotic tech-
nologies imaginable cannot improve 
the situation by military means 
alone. So I think it is also a philoso-
phical question to ask whether mili-
tary technologies are being used in 
ways that actually work against, or 
merely postpone, addressing and 
solving the underlying problems.  

In the near term of the next dec-
ade, I think the primary concern 
will be the proliferation of these 
technologies to regional conflicts 
and non-government entities. 
UAVs are essentially remote-
controlled airplanes, and the ability 
to obtain the basic technologies 
and arm them is within the grasp of 
many organizations, including ter-
rorists and other non-state actors. 
This is also being coupled with a 
trend towards unconventional, 
asymmetric war, and organized 
violence and terrorism which we 
often call “war” but actually falls 
outside the purview of Just War 
Theory and international law. Al 
Qaeda may be waging a campaign 
of international violence with politi-
cal aims, but they are not a nation 
fighting a war for political control of 

a geographic territory. President 
Bush decided to call it a war and to 
use the military to fight Al Qaeda, 
and that decision has created other 
problems with treating members of 
Al Qaeda as prisoners of war, and 
putting them on trial for crimes, etc. 
So even if we have an international 
treaty that bans nation-states from 
building autonomous lethal robots, 
we will still face a challenge in 
preventing individuals and non-
state organizations from building 
them. Of course, an international 
ban would dissuade the major mili-
tary technology developers by 
vastly shrinking the potential eco-
nomic market for those systems, 
which would greatly slow their cur-
rent pace of development. Every-
one would still be better off with 
such a ban, even if some systems 
still get built illegally. It will be 
much easier for small terrorist 
groups to obtain these technolo-
gies once they have been devel-
oped and deployed by militaries all 
over the world, than for them to try 
to develop these technologies 
themselves. 

In the coming years we need to be 
vigilant of the Pentagon's efforts to 
make various robotic systems in-
creasingly autonomous. Even 
autonomous self-driving cargo 
trucks have the potential to harm 
civilians, but obviously it is the 
armed systems that should be 
watched most closely. The current 
paradigm of development is to have 
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a single soldier or pilot controlling 
multiple robotic systems simultane-
ously through videogame-like inter-
faces. While this reduces personnel 
requirements, it also leads to infor-
mation overload, confusion, mis-
takes, and a technological “fog of 
war.” This may actually increase the 
pressure to make robotic systems 
fully autonomous, with engineers 
arguing that robots will actually 
perform better than humans in high-
stress lethal decision making. 

In the long term we need to be very 
concerned about allowing robotic 
systems to make autonomous lethal 
decisions. While there are already 
systems like Phalanx and Patriot 
that do this in limited ways, they are 
often confused by real-world data. 
In two friendly-fire incidents in 2003, 
Patriot missile defense systems 
operating in an automatic mode 
mistook a British Tornado and an 
American F-18 as enemy missiles 
and shot them down. Of course, we 
can design clever control systems, 
and improved safeguards, and try to 
prevent such mistakes. But the 
world will always be more complex 
than engineers can anticipate, and 
this will be especially true when 
robots engage people face-to-face 
in counter-insurgency, urban war-
fare, and security and policing roles 
(domestic as well as military). To 
distinguish someone fearfully de-
fending their family from someone 
who represents a genuinely organ-
ized military threat is incredibly 

complicated – it depends on social, 
cultural and linguistic understanding 
that is not easily formalized as a set 
of rules, and is well beyond our 
technological capabilities for the 
foreseeable future. We need to be 
vigilant that such systems are not 
put in service without protest, and 
we should act now to establish in-
ternational treaties to ensure that 
such systems are not developed 
further. 

Interpreting and applying the Laws 
of Armed Conflict (LOAC) and 
developing Rules of Engagement 
(ROE) involve legal, political and 
military considerations. Because 
they have the potential to over-
whelm individual ethical choices, 
or the ethical designs of robots, 
these interpretive processes ought 
to be open to critical investigation 
and public discussion. Arkin is 
confident that we can build the 
LOAC and ROE into the robots, 
but I think there are some prob-
lems with this. First, robots will not 
be able to do the interpretive work 
necessary to apply the rules to 
real-world situations. So what is 
really being put into the robots is 
an interpretation already made by 
system designers, built upon nu-
merous assumptions and engi-
neering considerations which may 
not work out in the real world. 
Second, sometimes the ROE are 
vague, confusing, or even incon-
sistent, and humans do not always 
understand when or how they 
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should be applied, so I cannot see 
how robots could do better. 

Apart from the practical concerns of 
the technologies currently being 
developed, we should also be con-
cerned about the shift in the philoso-
phy of warfare they represent. The 
trend is to remove soldiers from the 
battle. While this is certainly good for 
their safety, it comes at a cost to the 
safety of others – in particular civil-
ians on both sides of the conflict. 
The psychological distance created 
by remote-control or automated 
warfare serves to diminish the moral 
weight given to lethal decisions. It 
also serves to turn soldiers into civil-
ians in that they start fighting wars 
from computer terminals in air-
conditioned rooms miles away from 
the battle. As such it lends credence 
to terrorists who would claim civilians 
as legitimate targets. If you look at 
the wars that the US has been in-
volved in over the last century, you 
see that as the military technology 
advances, the overall ratio of civil-
ians to soldiers killed has also in-
creased. And that is despite the 
wide-spread use of so-called “smart” 
weapons in Iraq. So while we are 
making war safer for soldiers, we are 
not really making it safer for civilians. 
We should be very concerned about 
the tendency of new military tech-
nologies to shift the risks from sol-
diers to civilians, as this can actually 
undermine the possibility of a “just 
war” even as the new technologies 
are being called “smart” or “ethical.” 

Concerning the ability of discrimina-
tion, it has been brought forward, 
that on the one hand artificial intelli-
gence and sophisticated sensors 
could be more capable in perform-
ing this task than any human. And 
on the other hand that it would not 
even be necessary for autonomous 
systems to excel in the distinction of 
combatants/non-combatants but it 
would be sufficient if they equalled 
their human counterparts. Regard-
ing Just War Theory, is this a main-
tainable argument and how would 
you review these and similar ap-
proaches? 

Discrimination is a crucial criterion 
for Just War Theory, and it has 
been argued that automated sys-
tems might perform better than 
humans at the discrimination task. I 
think the question is: If we accepted 
that automated systems could out-
perform humans, or if we were ac-
tually presented with evidence that 
some system could perform the 
discrimination task at or above hu-
man levels, is that a good argument 
for allowing them to make autono-
mous lethal decisions? The short 
answer is: No.  

First, discrimination is necessary 
but not sufficient for ethical killing in 
war. The point of the discrimination 
criterion is that it is never accept-
able to intentionally kill innocent 
civilians, or to kill people indiscrimi-
nately in war. This does not imply 
that it is always acceptable to kill 
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enemy combatants (except, it is 
argued, in “total war” though I do 
not accept that argument). The way 
it is usually construed, combatants 
have given up their right not to be 
killed by putting on a uniform. Even 
under this construal, it is immoral to 
unnecessarily kill enemy combat-
ants. For instance, killing retreating 
soldiers, especially just before a 
clearly immanent final victory or 
surrender, is generally viewed as 
immoral, though it is legal under 
international law. According to a 
rights-based view of Just War The-
ory, it is necessary for enemy com-
batants to also present an actual 
threat in order to justify their being 
killed. This could be much more 
difficult for automated systems to 
determine, especially since enemy 
combatants might only pose a 
threat to the robot, and not to any 
humans – does that count as a 
sufficient threat to warrant killing 
them?  

Second, the other major criterion for 
Just War Theory is proportionality –
 that the killing and violence com-
mitted is proportional to the injustice 
that it seeks to correct. Just War 
Theory allows the killing of just 
enough enemy soldiers in order to 
win the battle or the war. Propor-
tionality also requires that the use of 
violence is calibrated to justice. For 
example, if you punch me in the 
arm I might be justified in punching 
you back, but not justified in killing 
you. Similarly, if one nation were to 

repeatedly violate the fishing rules 
in the territorial waters of another 
nation, this would not justify a full-
scale invasion, or the bombing of 
the offending nation’s capital city, 
though it might justify sinking an 
offending fishing vessel. In this 
sense, proportionality can be 
viewed as a retributive component 
of Just War Theory. Just War The-
ory also allows for the unintentional 
killing of innocent civilians, often 
called “collateral damage,” through 
the doctrine of double-effect. But 
the potential risk of killing civilians 
and the potential strategic value of 
the intended target, for example 
when considering whether to bomb 
a military installation with a school 
next to it, must both be taken into 
account in determining whether the 
risks and costs are justified. I do not 
believe that an automated system 
could be built that could make these 
kinds of determinations in a satis-
factory way, because they depend 
upon moral values and strategic 
understandings that cannot be for-
malized. Of course, there are utili-
tarians and decision theorists who 
will argue that the values of inno-
cent human lives, and the values of 
strategic military targets can be 
objectively established and quanti-
fied, but the methods they use es-
sentially treat humans as oracles of 
value judgements – usually individ-
ual preferences or market-esta-
blished values derived from aggre-
gates of unquestioned individual 
valuations – rather than actually 
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provide an algorithm for establish-
ing these values independently of 
humans. So again, I would not trust 
any automated algorithm for estab-
lishing values in novel situations. 

According to the criteria of Just War 
Theory, do you think there could be 
a substantial objection against a 
military operation because of un-
manned systems/military robots 
being used in it, now or – thinking of 
the future potential of increasing 
autonomy of these systems – in a 
future conflict?  

Since I think that merely meeting 
the discrimination criterion of Just 
War Theory is not sufficient for 
meeting the other criteria, and I 
doubt that any fully automated sys-
tem will ever meet the proportional-
ity criteria, I think there are grounds 
for arguing against the use of sys-
tems that make fully automated 
lethal decisions in general.  

Of course, I think we can make a 
substantial case for international 
bans on autonomous lethal robots, 
or other things like space-based 
weapons, regardless of whether 
they violate Just War Theory in 
principle. International treaties and 
bans depend more upon the in-
volved parties seeing it as being in 
their mutual interest to impose bind-
ing rules on how warfare is con-
ducted. The fundamental weakness 
of Just War Theory, as Walzer pre-
sents it, is that it cannot really be 

used to argue definitively against 
any military technology, insofar as 
both sides consent to use the tech-
nology against each other. The 
Ottawa Treaty is a notable excep-
tion here, insofar as it bans anti-
personnel landmines on the basis of 
their indiscriminate killing of civil-
ians, even long after a war. Mostly 
that treaty succeeded because of 
international outrage over the killing 
and maiming of children by land-
mines, and the expense of cleaning 
up mine fields. Basically, politicians 
could look good and save money by 
banning a weapon with limited ap-
plications that does not really 
change the balance of military pow-
ers.  

International treaties tend to be 
somewhat arbitrary in what they 
ban, from the perspective of Just 
War Theory. Blinding enemy com-
batants is a more proportional way 
to neutralize the threat they pose 
than killing them, yet blinding lasers 
are banned as “disproportionately 
harmful” weapons. Space-based 
weapons are not intrinsically unjust, 
but they represent a potential “trag-
edy of the commons” in that de-
stroying just a few satellites could 
put enough debris in orbit to start a 
chain-reaction of collisions that 
would destroy most of the orbiting 
satellites and make it nearly impos-
sible to launch any more into orbit in 
the future. So it really is in the long-
term interest of all nations to ban 
space-based weapons. There is a 
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United Nations Committee On the 
Peaceful Uses of Outer Space (UN-
COPUOS) in Vienna that has done 
some really good work forging in-
ternational cooperation in space. 
They have been working for many 
years to convince the international 
community to ban space-based 
weapons, but it is curiously unfortu-
nate that the US, which stands to 
loose the most strategically from 
space-based weapons because it 
has so many satellites in orbit, is 
the country that is blocking treaties 
to keep weapons out of space. Per-
haps we could form a UN commit-
tee on the peaceful uses of robot-
ics? 

In your posing of the question, you 
seem to be asking about whether 
one could argue against the use of 
autonomous lethal systems in a 
particular military operation. The 
particular case is actually harder to 
argue than the general case. If 
military planners and strategists 
have chosen a specific target, and 
planned an operation, and plan on 
using autonomous lethal robots to 
execute the plan, then we might 
appear to have a case where these 
technologies seem acceptable. 
First of all, there is a significant 
amount of human decision-making 
already in the loop in such a case, 
especially in that there is a valid 
“target.” Second, if it is the kind of 
mission where we would be decid-
ing between firing a cruise missile 
to destroy a target, or sending 

autonomous lethal robots to de-
stroy the same target, that case is 
much trickier. Taking the case in 
isolation, the robots might spare 
more innocent civilians than a mis-
sile, or might collect some valuable 
intelligence from the target before 
destroying it. Viewing it in a 
broader systemic context can 
change things, however, as there 
will be new options made possible 
by the technology. So while there 
could be cases where an autono-
mous robot might offer a better 
option than some technology we 
already have, there may also be 
other new technologies that pro-
vide even better options. And we 
can always invent a hypothetical 
scenario in which a particular tech-
nology is the best possible option. 
But again, I think we need to be 
careful about how we define and 
think about autonomy and the level 
of control of the “humans-in-the-
loop.” If the humans using this 
option are willing to take responsi-
bility for the robots completely de-
stroying the target (as would be the 
case if they used a missile in-
stead), and are in fact held re-
sponsible if the target turns out to 
be a school full of children with no 
military value, then the fact that 
they used robots instead of a mis-
sile makes little difference. The 
problem we must avoid is when the 
humans are not held responsible 
because they relied on the robot 
having a safety mechanism that 
was supposed to prevent it from 
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killing children. Our frameworks for 
ethical decision-making do not take 
into account how technologies 
change the options we have. The 
easiest solution to the problem is 
to make such autonomous systems 
illegal under international law.  

 

                                                      
1 Peter M. Asaro, Modeling the Moral User 
in: IEEE Technology and Society, 28, 2009, 
p.20-24. 
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Jürgen Altmann: 
Uninhabited Systems and Arms Control 
 
How and why did you get interested 
in the field of military robots? 

I have done physics-based research 
for disarmament for 25 years. One 
strand concerned automatic sensor 
systems for co-operative verification 
of disarmament and peace agree-
ments. My second, more interdisci-
plinary, focus is on assessment of 
new military technologies under 
viewpoints of peace and interna-
tional security, and possibilities of 
preventive arms control. In 2000-
2001 the German Research Asso-
ciation Science, Disarmament and 
International Security (FONAS) did 
joint projects on preventive arms 
control. In that context I studied po-
tential military uses of micro-systems 
technology (Altmann 2001).  

Already in that research I looked into 
the problem of military robots, then 
mostly small and very small ones. 
When I investigated military applica-
tions of nanotechnology, a very broad 
field, uses in uninhabited vehicles 
with sizes from large to extremely 
small were investigated (Altmann 
2006). Limitations for such vehicles 
figured high in my recommendations 
for preventive arms control. Aware of 
the increasing number of countries 
developing and producing uninhab-

ited air vehicles, of the large efforts 
for uninhabited ground and water 
vehicles, and of the rising trend to 
equip uninhabited vehicles with 
weapons, we proposed a research 
project which was granted in 2009. 

Currently you are directing the pro-
ject on “Unmanned Armed Sys-
tems – Trends, Dangers and Pre-
ventive Arms Control”. Could you 
elaborate on the focus of your re-
search? 

This project – funded by the Ger-
man Foundation for Peace Re-
search (DSF) for 1.5 years – has 
four goals:  

1. Compile the status in research, 
development and deployment of 
uninhabited armed systems; 

2. Describe the technical properties 
of uninhabited armed systems to be 
expected in the next twenty years 
with the approximate times of their 
introduction;  

3. Assess the systems to be ex-
pected under criteria of preventive 
arms control; 

4. Analyse limitation options and 
verification possibilities. 
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These goals (with main focus on 
uninhabited aerial vehicles, UAVs) 
will be pursued in interdisciplinary 
research with considerable scien-
tific-technical content. The results 
are to be published in a monograph. 

You are also one of the founding 
members of the International 
Committee for Robot Arms Control 
(ICRAC). What were your motiva-
tions to set up the Committee and 
what do you hope to achieve by 
it? 

At present we are four scientists 
from various disciplines: robotics, 
philosophy, physics/peace re-
search – all of them contributing in 
this volume (P Asaro, N. Sharkey, 
R. Sparrow and myself) (ICRAC 
2009). We are worried by the ac-
celerating trend to arm uninhabited 
military vehicles, by the high num-
bers of non-combatants killed in 
present US and UK remote-control 
attacks in Iraq, Afghanistan and 
Pakistan, and by the seriously dis-
cussed prospect that soon com-
puters may decide, when and whom 
to kill. We see dangers for the laws 
of warfare – discrimination and 
proportionality demand assessment 
of a complex war situation which for 
the foreseeable future artificial-
intelligence systems will likely not 
be able to make. When the US 
near-monopoly of armed UAVs will 
be broken, additional dangers can 
be foreseen: from the undermining 
of arms-control treaties via the de-

stabilisation of the situation be-
tween potential adversaries to pro-
liferation and to possible use by 
terrorists. Politically, the prospect of 
sending fewer human soldiers and 
using mostly uninhabited combat 
systems may raise the inclination to 
go to war for some states. 

We hope to raise awareness of the 
dangers connected to armed un-
inabited vehicles in the public as 
well as with decision makers. The 
goal is to prevent an unconstrained 
global arms race. For this, the im-
portant arms-producing states need 
to agree on mutual limitations with 
adequate verification mechanisms. 
Based on our founding statement, 
we want to develop concrete pro-
posals for such limitations and hope 
that some states will take the initia-
tive. For presenting and discussing 
concepts we shall convene an in-
ternational expert workshop on 
robot arms control in September 
2010 in Berlin.  

What are the recommendations of 
the Committee? 

They are contained in its founding 
statement: 

“Given the rapid pace of develop-
ment of military robotics and the 
pressing dangers that these pose to 
peace and international security 
and to civilians in war, we call upon 
the international community to ur-
gently commence a discussion 
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about an arms control regime to 
reduce the threat posed by these 
systems. 

We propose that this discussion 
should consider the following: 
- Their potential to lower the 

threshold of armed conflict; 
- The prohibition of the develop-

ment, deployment and use of 
armed autonomous unmanned 
systems; machines should not 
be allowed to make the decision 
to kill people; 

- Limitations on the range and 
weapons carried by “man in the 
loop” unmanned systems and on 
their deployment in postures 
threatening to other states; 

- A ban on arming unmanned 
systems with nuclear weapons; 

- The prohibition of the develop-
ment, deployment and use of 
robot space weapons.” 

The founding of the ICRAC did 
produce considerable media inter-
est. What kind of responses did the 
Committee receive from the interna-
tional community and fellow re-
searchers? 

From governments, not many up to 
now. But committee members are 
regularly being invited to present 
their arguments to conferences, 
including ones organised by the 
military or for the military. Among 
the few other researchers world-
wide who have written on potential 
problems from armed uninhabited 

vehicles we feel general support. 
This includes robot ethicists. The 
vast community of robotics and 
artificial-intelligence researchers has 
mostly not yet really taken up the 
problem of killing robots. We hope 
that this will change with a new 
robot-ethics book which covers 
military uses in three chapters 
(Capurru/Nagenborg 2009), with 
our upcoming workshop and related 
publications. 

Where do you see the main chal-
lenges for the international com-
munity regarding the use of armed 
unmanned systems by the mili-
tary. What are the specific chal-
lenges of autonomous systems as 
compared to current telerobotic 
systems?  

The main challenge is in deciding 
whether the present trend should 
continue and expand to many more 
countries and to many more types 
of armed uninhabited vehicles (in 
the air, on and under water, on the 
ground, also in outer space), or 
whether efforts should be taken to 
constrain this arms race and limit 
the dangers connected to it. Here 
not only governments, but non-
governmental organisations and the 
general public should become ac-
tive. 

Autonomous systems obviously 
would open many new possibilities 
for war by accident (possibly esca-
lating up to nuclear war) and for 
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violations of the international laws 
of warfare. On the general ethical 
issue of machines autonomously 
killing humans, see the other inter-
views in this volume. A human de-
cision in each single weapon use 
should be the minimum require-
ment. 

Do you think the Missile Technology 
Control Regime (MTCR) could play 
a part in the non-proliferation of 
UAV technologies? 

Yes, it does so already – its limita-
tions concern UAVs (including 
cruise missiles) capable of carry-
ing a payload of 500 kg over 300 
km range. For UAV systems with 
autonomous flight control/ naviga-
tion or beyond-visual-range re-
mote control and aerosol-dis-
pensing mechanisms, there is 
neither a payload nor a range 
threshold. These rules could be 
expanded beyond aerosol dis-
pensing. However, one-sided ex-
port-control regimes such as the 
MTCR do not encompass all de-
veloper/ producer/ exporter coun-
tries, and they do not limit the 
armaments of the regime mem-
bers themselves. Truly effective 
would be export controls embed-
ded in comprehensive prohibitions 
valid for all relevant countries, that 
is, in arms control and disarma-
ment treaties, as is the case with 
biological and chemical weapons. 
Limits on armed uninhabited vehi-
cles will need to be more differen-

tiated and pose some definitional 
issues, but with the understanding 
of states that such limits are in 
their enlightened national interest 
the detailed rules could be worked 
out. Some general ideas have 
been published by members of 
our Committee (Altmann 2009, 
Sparrow 2009). 

Regarding international humanitar-
ian law, would you think there is a 
need for additional legislation con-
cerning the deployment of un-
manned systems? 

The biggest problem is posed by 
autonomous attack decisions. In 
principle, the requirements of dis-
crimination and proportionality 
would suffice to rule this out for 
one to two decades because artifi-
cial intelligence will at least for this 
time not achieve the level of hu-
man reasoning – and this is the 
standard of international humani-
tarian law. However, it has to be 
feared that military reasons and 
political motives lead to autonomy 
in weapon use much earlier, thus 
an explicit legal requirement to 
have a human making each single 
weapon-release decision is re-
quired. For remotely controlled 
systems a self-destruct mechanism 
in case of communication failure 
should be mandatory. Further rules 
will probably be needed – this 
should be the subject of legal re-
search. Legal research would also 
be helpful in finding out whether 
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video images as the sole real-time 
information are sufficient for com-
pliance with the laws of armed 
conflict, and if specific rules are 
needed here. 

In your work you have stressed the 
threats autonomous armed systems 
can pose to arms-control treaties 
and to international humanitarian 
law. What would be the most press-
ing problems at the moment? 

Seen from today, with a detailed 
analysis still pending, armed unin-
habited vehicles – autonomous or 
not – would undermine nuclear-
reduction treaties (INF Treaty, New 
START successor) if they were 
used as new nuclear-weapon carri-
ers. The Treaty on Conventional 
Armed Forces in Europe would be 
endangered by armed ground vehi-
cles outside of the Treaty definitions 
(of tanks or armoured combat vehi-
cles) or by disagreement about 
which armed UAVs count as com-
bat aircraft or attack helicopters (for 
some more information see 
Altmann 2009). 

Most pressing are the issues of 
international humanitarian law. Al-
ready now remote-control UAV 
attacks in Iraq, Afghanistan, Paki-
stan – directed from thousands of 
kilometres away, based only on 
images from a video camera – lead 
to many civilian deaths, so that 
compliance with the requirements of 
discrimination and of proportionality 

is doubtful. With armed UAVs the 
only action-possibility is to shoot; 
soldiers on site would have more 
possibilities to act – check identi-
ties, search for weapons, take peo-
ple into custody. 

Even more problems would be cre-
ated by autonomous attack –
 delegation of the authority to select 
targets to computers. If such 
autonomous armed uninhabited 
vehicles were to be introduced be-
fore one or two decades, one can 
expect a marked increase in civilian 
casualties. 

This could be prevented by a prohi-
bition of autonomous attack. At 
least as important are efforts to 
reduce the likelihood of war in the 
first place – with respect to the is-
sue at hand by preventive arms 
control for armed uninhabited vehi-
cles, on a more general level by 
general limitations of weapons and 
armed forces, combined with politi-
cal measures of reducing confronta-
tion. 

As you noted, the use of unmanned 
systems can affect the decision to 
go to war. Do you think, with the 
possibility to wage war without put-
ting one’s own troops at risk, one of 
the principles of just war theory –
 war being the last resort (ultima 
ratio) – might be challenged? 

This is not my area of expertise, but 
the thought suggests itself.  
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Apart from questions regarding the 
right to go to war (ius ad bellum), 
there is also the question of military 
necessity of actions in an armed 
conflict. Without the “man in the 
loop”, and even if it is ensured that 
the target is a legitimate one, do 
you think autonomous systems 
should or could ever be entrusted 
with decisions as how, when and 
even if to attack such a target? 

In a purely scientific view one can 
argue that autonomous systems 
could only be entrusted with such 
decisions if and when they had 
proven that they can assess com-
plex situations in war at a level com-
parable to the one of a capable hu-
man commander. The slow speed of 
robotics/ artificial-intelligence devel-
opment during the last fifty years 
and the scepticism of credible ro-
boticists about progress in the com-
ing decades lead me to the conclu-
sion that this requirement will likely 
not be fulfilled in the next one or two 
decades. This conclusion is corrobo-
rated by the time frame envisaged 
for realisation of the “ultimate goal of 
the RoboCup Initiative“, namely a 
team of humanoid robot soccer 
players winning against the World-
Cup winner, which is “mid-21st cen-
tury”. If at some future time robotic 
systems consistently demonstrated 
better performance than humans, 
then one could argue that interna-
tional humanitarian law and the eth-
ics of war would even demand re-
placing humans. 

However, robots/ artificial intelli-
gence at or beyond the human 
level would raise fundamental ethi-
cal questions much beyond war 
and could bring existential dan-
gers. Consideration of the interests 
of humankind and the precaution-
ary principle could well lead to a 
rational decision for a general pro-
hibition of the development of such 
systems. Ensuring compliance with 
such wide-ranging rules – similar 
ones will probably also be required 
with some future developments in 
nanotechnology – may need a 
transformation of the international 
system: moving away from trying to 
provide security by national armed 
forces to a system with a democ-
ratically controlled supranational 
authority with a monopoly of legiti-
mate violence. Otherwise per-
ceived military necessities and 
military resistance against far-
reaching inspection rights could 
prevent nations from agreeing on 
strong limits on research and de-
velopment, even though highest 
human interests would demand 
them. 

In the discussion of the NATO air 
strike in Afghanistan near Kunduz in 
September 2009, it has been 
brought forward that the use of 
UAVs might have helped to prevent 
the amount of civilian casualties. Do 
you think the limited use of UAVs 
might actually increase the battle-
field awareness of soldiers and 
eventually could help to achieve 
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proportionality and target discrimi-
nation on a higher level? 

In principle it could. Unfortunately not 
all details of that attack are available. 
From media accounts it seems that 
the commanding officer consciously 
decided to have the two stolen fuel 
trucks bombed together with all peo-
ple surrounding them, despite several 
offers of the bomber pilots to first 
overfly the scene to scare people 
away. So in this case the use of 
armed UAVs would probably not 
have made a difference. 

Generally, having a weapon at hand 
where a UAV is observing could 
serve for more precise targeting 
and for reaction to short-term 
changes on site. But this could in 
principle also be provided by piloted 
aircraft. Video observation from 
very far away brings the possibility 
of misjudgements as many inci-
dences of killing the wrong persons 
in Afghanistan and Pakistan dem-
onstrate. But pilots on board aircraft 
have limited sensory input, too.  

A final problem is that the aware-
ness is only guaranteed in a very 
asymmetric situation: when one 
side has UAVs available while the 
other does not. The “fog of war” 
would be much thicker if both sides 
possess (armed) UAVs, jam each 
other’s communication links etc. 

In the last years you also have 
worked on projects concerning non-

lethal / less-lethal weapon systems 
(e.g. acoustic weapons, a millime-
tre-wave skin-heating weapon). 
Where do you see the potential and 
the challenges of these systems, 
especially if they are mounted on 
autonomous weapon platforms? 

Acoustic weapons do not really 
exist. An existing long-distance 
loudspeaker system (the so-called 
Long Range Acoustic Device from 
the USA) can be turned to higher 
intensity which would result in per-
manent hearing damage if unpro-
tected persons are exposed at dis-
tances below, say, 50 m for longer 
than a few seconds (Altmann 2008). 
This demonstrates the main prob-
lem with acoustic weapons in the 
audio range: The transition from 
annoying or producing ear pain to 
lasting damage is very fast. (Infra-
sound, on the other hand, has no 
relevant effect and is difficult to 
produce in high intensities.) So if 
real acoustic weapons were de-
ployed on UAV and used to attack a 
crowd, mass incidence of perma-
nent hearing damage would be the 
probable outcome. 

Concerning millimetre-wave weap-
ons for producing pain by skin heat-
ing, the existing U.S. Active Denial 
System (with 500 to 700 m range, 
tested but not yet deployed) is very 
big, requiring a medium truck 
(Altmann 2008). Research is un-
derway to develop an even stronger 
system to be carried on aircraft – it 
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is doubtful if that would be used 
without pilots and operators on 
board. If so, the general problems 
of applying force over a distance, 
not being on the scene, would be 
aggravated. The same would hold if 
other “non-lethal” weapons were 
used from uninhabited (air, ground) 
vehicles, say, tasers or, more tradi-
tionally, water cannons. 

With “non-lethal” weapons, much 
depends on the scenario of use 

(armed conflict? peace-keeping 
operation? crowd? few criminals?), 
on the context and the general cul-
ture (democratic control of security 
forces?) in the respective society. 
One can suspect that putting them 
on uninhabited vehicles can in-
crease, rather than decrease, the 
level of violence. 
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Gianmarco Veruggio/ Fiorella Operto: 
Ethical and societal guidelines for Robotics 
 
To introduce our topic, which is a 
discussion on Roboethics, let us 
start from robotics as such, and 
from a statement by yours: You 
hold that Robotics is a new Sci-
ence. Is this claim true? Or, is it a 
wish of some roboticists, who are 
trying to attribute higher dignity to 
their studies? 

GIANMARCO VERUGGIO 
In 2004, roboticists and scholars of 
humanities gathered in Sanremo, 
Italy, to lay the foundations of a new 
applied ethics, which I, as the Chair 
of the Symposium, had called 
“Roboethics”. This word did not exist 
before, nor was in any Encyclopedia 
neither on Google. The two days 
workshop took place in a historical 
location, the studying room of Villa 
Nobel, and the mansion-house where 
Alfred Nobel lived his last years, and 
where he wrote his famous testa-
ment.  

From 2004, five years have elapsed, 
and today Roboethics is a subject of 
authoritative discussion and studies; 
it is the topic of an ad hoc IEEE Ro-
botics&Automation Technical Com-
mittee, and headline of many books. 

In the next decades in the Western 
world – in Japan, United States, 

Europe – humanoids robots will be 
among us, companions to elderly 
and kids, assistants to nurse, physi-
cians, firemen, workers. They will 
have eyes, human voices, hands 
and legs; skin to cover their gears 
and brain with multiple functions. 
Often, they will be smarter and 
quicker than the people they ought 
to assist. Placing robots in human 
environments inevitably raises im-
portant issues of safety, ethics, and 
economics. Sensitive issues could 
be raised by the so called “robotics 
invasion” of many non-industrial 
application sectors, especially with 
the personal robot; and the surveil-
lance and military applications. 

In many instances, I have tried to 
demonstrate that Robotics is indeed 
a new science, of a special kind. 
And that in the making of this new 
science we can understand in-depth 
many new fields of physical disci-
plines, as well as of Humanities. In 
the main, Robotics is in fact consid-
ered a branch of Engineering deal-
ing with intelligent, autonomous 
machines. It shares knowledge with 
other disciplines, and it is somehow 
the linear sum of all these studies. 
On the other side, some of us re-
gard Robotics as new science, in its 
early stage. Ultimately – we say – it 
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is the first time that humanity is 
approaching the challenge to repli-
cate a biological organism. That is 
why Robotics holds this special 
feature of being a platform where 
Sciences and Humanities are con-
verging – an experiment in itself. 

To discuss this matter, let us start 
from a question: How is a new sci-
ence born?  

Thomas Kuhn says that “under 
normal conditions the research 
scientist is not an innovator but a 
solver of puzzles, and the puzzles 
upon which he concentrates are just 
those which he believes can be 
both stated and solved within the 
existing scientific tradition”.1  

However, he adds in another locus 
of the same work, that “ (..)I think, 
particularly in periods of acknowl-
edged crisis that scientists have 
turned to philosophical analysis as 
a device for unlocking the riddles of 
their field. Scientists have not gen-
erally needed or wanted to be phi-
losophers”.2 

Let us think of chemistry, of phys-
ics, sciences originating from many 
original and even weird sources, 
and later on systematized by fa-
mous scientists whose mission was 
to order the knowledge in laws, 
principles and rules, applying 
mathematical methodology to struc-
turing the cluster of confirmed ex-
periences and cases. Sciences are 

syncretic creatures, daughters of 
rationality, non rationality and of 
societal forces. 

Back to Robotics. As said before, it 
is the result of melting knowledge 
from many fields: Mechanics, 
Automation, Electronics, Computer 
Science, Cybernetics, and Artificial 
Intelligence. It also stems from 
Physics & Mathematics; Logic & 
Linguistics; Neuroscience & Psy-
chology; Biology & Physiology; 
Anthropology & Philosophy; Art & 
Industrial Design. And, the more it 
develops, the more it floods into 
other disciplines, exceeding 
schemes and borders. A proof of 
the complexity of robotics comes 
from the 1600 pages of the monu-
mental “Springer Handbook of Ro-
botics”3, the first encyclopedic vol-
ume existing in the literature de-
voted to advanced robotics, edited 
by Bruno Siciliano and Oussama 
Kathib. 

There is another important element 
of development, and it is the boost 
in robotics’ applications, which in 
turn is controlled by the so-called 
forces of the market: huge invest-
ments are funneled into it, from 
Japan’s Meti 40 billion yen in the 
humanoids challenge, to the 160 
billion dollars in the US Future 
Combat Systems program. 

We are just on the brink of the de-
velopment of our science, and it is 
hard to envisage its future. It may 
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happen that Robotics swallows up 
other sciences; or that, like the giant 
red stars, it will explode into many 
other sciences, originating from the 
intersections of adjoining fields.  

FIORELLA OPERTO 
Robotics: Much talking about it, but 
little known. Actually, despite in-
vestments, efforts and results, 
penetration in our societies and 
media scoops, Robotics is a sci-
ence which is still relatively un-
known, or little known, and often 
misrepresented. Seldom is the 
keyword Robotics read in the insti-
tutional Programmes, being mainly 
hosted in the ICT cluster, or hidden 
under different initials.  

Sometimes I linger to ponder the 
under-studied inferiority complex of 
some engineers which prevents 
them attributing universal qualities 
to their work. This so called inferior-
ity feeling derives – as the Italian 
scholar of studies in history and 
philosophy of science, Paolo Rossi, 
says – from ancient times, when 
mechanicus meant a vile and not 
noble man. Paolo Rossi writes: 

“At the roots of the great scientific 
revolution of the 17th century is 
the union between technology 
and science that has marked, for 
the good and the not so, the en-
tire Western civilization. This un-
ion, that became marked in the 
17th and 18th centuries and 
which perpetrated all over the 
word, was, however, absent in 

ancient and medieval civiliza-
tions. The Greek term banausia 
means mechanical art or manual 
labor. In Plato’s Gorgia, Callicle 
states that a machine manufac-
turer ought to be despised; in-
sulted, by being called a banau-
sos; and that no one would con-
sent to the marriage of their 
daughter to him. Aristotle had ex-
cluded the mechanical workers 
from the citizens’society and had 
said that they differed from 
slaves only due to the fact that 
they care for many individuals’ 
needs whilst a slave only cares 
for one. The divide between 
slaves and free individuals 
tended to be made manifest by 
the division between techniques 
and science, the division between 
practically-orientated knowledge 
and knowledge dedicated to the 
contemplation of truth. The dis-
dain with which the slaves were 
treated was equally transferred to 
their areas of work. The seven 
liberal arts of the trivium (gram-
mar, rhetoric and dialectic) and of 
the quadrivium (arithmetic, geo-
metry, music and astronomy) are 
so named liberal due to their be-
longing to free individuals, and 
not to the non free individuals, or 
to the slaves who practiced me-
chanical or manual arts. Knowl-
edge not directed towards a spe-
cific end but collected for its own 
intrinsic value is the only key to 
discovering the true nature of 
humankind. The practice of 
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sophia requires wealth and the 
presence of life’s fundamentali-
ties. Philosophy needs the me-
chanical arts upon which it is 
based, however, they are inferior 
forms of knowledge that are im-
mersed between the material and 
the sensible and which are linked 
to manual and practical labor. 
The wise and learned individuals 
ideals tends to coincide (as it 
does in Stoic and Epicurean phi-
losophy and later in Thomas 
Aquinas’ thoughts) with the im-
age of one who dedicates his life 
to contemplation while waiting for 
(like the Christian thinkers) the 
bliss of contemplating God”.4 

GIAMARCO VERUGGIO 
In fact, it was in the Italian Renais-
sance that the profession, and 
word, “engineer”, or, more pre-
cisely, geometrician, architect indi-
cated a profession of equally im-
portance as scientist, artist and of 
socially acknowledged leadership. 
Maybe, one of the reasons for this 
underestimate is the paradox of 
Engineering, which is, on the one 
hand, an arid, stark, abrupt and 
operative science; on the other 
side, the making of a craftsman, 
often of a true artist.  

Even Ove Arup, the leading Anglo-
Danish engineer, said that: “Engi-
neering is not a science. Science 
studies particular events to find 
general laws. The projecting activ-
ity of the engineer uses those laws 

to solve particular problems. In 
this, it is closer to the art or handi-
craft: problems are under-defined 
and there are many solutions, 
good, bad and indifferent. The art 
is finding a good solution through a 
compromise between media and 
scopes. This is a creative activity, 
that requires imagination, intuition 
and deliberative choice.”5 

I believe that roboticists should get 
a sense of their creative potential 
and of the importance of their scien-
tific contributions, with method and 
rigor. We are perhaps witnessing 
some hints of getting this sense.  

I see, robotics is more known 
through media exaggerations and 
novelists’ stories, Terminators and 
Wall-e robots? 

GIANMARCO VERUGGIO 
It is really true! And, here, you have 
another “siding-mission” of Robo-
ethics.  

In the 18th century, one of the aims 
of scientists working in the field of 
electromagnetism was to remove 
magic from the physical phenom-
ena they were interpreting. And we 
roboticists have to do just that, free-
ing our field from the magical con-
ception still dominant today in many 
layers of the population. We are 
suffering from the heavy burden of 
literature and fiction, which over-
imposes on our products their pro-
file and patterns. A tough life for 
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Robotics: the less people know 
about it, the more they talk about, 
and demand from it. 

The general population knows 
about Robotics what it watches in 
the Sci-Fi movies, which feed any 
kind of irrational fear about robots 
being disobedient, rebelling, good 
or evil souls, conscious and in love, 
emotional creatures lacking only the 
quality of total freedom. Robotics 
stimulates some of humanity’s most 
fundamental questions. This means 
that we shall not expect some sim-
ple answers to be conclusive. The 
undertaking of discovering the es-
sence and origin of human’ intelli-
gence and self-consciousness is as 
tough and troubling as the chal-
lenge around the unification of 
physical forces, or the research on 
the origin of the Universe. Simplistic 
answers could lead to gross mis-
takes and we cannot obtain correct 
answers if we ask the wrong ques-
tions. 

I had hard times witnessing discus-
sions on the rights for robots; on 
robotics’ superiority to humans; on 
the development of robots to other 
biological, top-dog species. The sad 
side of the story is that often it is us, 
the roboticists, who are responsible 
of repeating, or fostering such leg-
ends, for narcissism or fashion of 
being philosophers. I believe that 
we have to use clear thinking, from 
now on. We would need other 
myths, images, and metaphor, 

which are truly intrinsic and proper 
to Robotics, and not to the anthro-
pology of the human/automata 
tragedy and legend. Real robotics is 
far more exciting that fantasy! 

For instance, one of the problems to 
be addressed, with the support of 
scholars of humanities, is that in 
robotics, current uses of words such 
as knowledge, intelligence, repre-
sentation, intention, emotion, social 
agent, autonomy, and humanoid 
are potentially misleading – insofar 
as it is thereby suggested that typi-
cally human mental properties can 
be indifferently and unproblemati-
cally attributed to technological 
artifacts, disregarding from the cur-
rent limitations of state-of-the art 
robotic systems. 

But, ultimately, what is a robot? 

GIANMARCO VERUGGIO 
A robot is an autonomous machine 
that is capable of performing a vari-
ety of tasks, gathering information 
about its environment (senses) and 
using it to follow instructions to do 
work. Nothing really romantic about 
it! On the other side, robots are the 
machines which are more similar to 
humans than anything we’ve ever 
built before, and this makes it eas-
ier, for people who don’t know the 
subject, to speak about robots as if 
they were humans.  

This peculiarity has favored the rise 
of all the legends about robots: That 
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they will rebel against humankind; 
that they can “evolve” becoming 
humans, super-humans, and so on. 
One day, we could also be witness-
ing the birth of weird “robot wor-
shipper” sects claiming some nutty 
visions about robots. But, this mis-
conception could also be generating 
suspects and diffidence in the tradi-
tional cultures that could in turn lead 
them to raise obstacles to the re-
search and development of the 
most advanced robotics applica-
tions. 

Let us discuss concisely one of the 
most popular myth: the one we 
could call Pinocchio principle, that is 
the idea that humanoid robots could 
evolve into humans. Basically, the 
legend embodied in the Pinocchio 
principle is that reproducing ever 
more perfectly the human functions 
coincides with producing a human 
being. Although it is picked up by 
many scholars, we recognize in it 
an acknowledged flaw of reasoning 
and of composition. In fact, even if 
we could design and manufacture a 
robot endowed with symbolic prop-
erties analogous to those of hu-
mans, the former would belong to 
another, different species.  

Actually, human nature is not only 
the expression of our symbolic 
properties, but also the result of the 
relationships matured during our 
extra uterine development (we are 
Nature AND Culture). There is a 
very important concept that is em-

bodiment, which means that an 
intelligence develops in a body and 
that its properties cannot be sepa-
rated by it. A very enlightening arti-
cle was written by José Galvan in 
the December 2003 issue of IEEE 
Robotics & Automation Magazine, 
“On Technoethics”, where it is said, 
among other things: “The symbolic 
capacity of man takes us back to a 
fundamental concept which is that 
of free will. Free will is a condition of 
man which transcends time and 
space. Any activity that cannot be 
measured in terms of time and 
space can not be imitated by a ma-
chine because it lacks free will as 
the basis for the symbolic capacity”. 

It is quite obvious that when a ma-
chine displays an emotion, this 
doesn’t mean that it feels that emo-
tion, but only that it is using an emo-
tional language to interact with the 
humans. It is the human who feels 
emotions, not the robot! And attribut-
ing emotions to the robot is precisely 
one of these human emotions. 

We humans understand the world 
around us (people, nature, or arti-
facts) through emotional interaction. 
Long interaction can result in at-
tachment (it may also provoke bore-
dom). Interaction stimulates hu-
mans, and generates motivations for 
behaviour. Human interaction with 
the world always involves emotions.  

There are useful objects and aes-
thetic objects, each of them evoking 
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different emotions in humans. Ma-
chines are also artifacts. Different 
from the aesthetic objects, machines 
have been designed and developed 
as tools for human beings. But usu-
ally, machines are passive, so hu-
man interaction with them is limited. 
But when a machine expresses its 
ability to act in a semi-voluntary way 
(as in the case of robots, which have 
been designed and programmed to 
learning), they have much influence 
on human emotions because the 
machine’s behaviors may be inter-
preted by humans as emotional and 
voluntary. Furhermore, a machine 
with a physical body is more influen-
tial on the human mind than a virtual 
creature.  

In the field of human-robot interac-
tion, there are many studies on all 
these topics. Mit’s kismet is one; 
also, all the projects involving robot 
pet therapies (for instance, the ro-
bot Paro, designed by Japanese 
roboticists Takanory Shibata6, or 
those robotic playmates which can 
help children with autism. 

It is a truly complex field, because 
the results depend very much on 
the cultural context and on the-
background of the human actors 
involved. 

From the Roboethics point of view, 
the sensitive issues concern the 
human right for dignity and privacy. 
In the case of robots employed by 
children, the concern pertains to the 

domain of the relationship of the 
kids with the world, their ability to 
distinguishing robot from living crea-
tures and the danger of technologi-
cal addiction. 

In no way, however, in my opinion, 
a robot can “feel” emotion, at least, 
not in the way we do it. 

Much of the mess about the robot’s 
consciousness, robot’s emotions, 
and robot’s rights are based on the 
confusion generated by the use of 
the same words for intrinsically 
different items. That’s why, discuss-
ing with philosophers in Europe and 
United States, we agreed that it 
could be worth expressing these 
ontological differences through a 
specific notation. 

This is not a very original idea! For 
instance, in mathematics, the esti-
mate of the variable x (exact or 
"truth" value) is referred to as “x 
hat”, while its measure is indicated 
as “x tilde”. 

I am an engineer, and I am talking 
as a scientist, aiming at applying –
 when reasoning about philosophy 
of science – the same rigor I should 
employ in my daily work. For this, I 
would propose that we indicate with 
a “star” the properties of our arti-
facts, to distinguish them from those 
of the biological beings. 
- HUMANS have INTELLIGENCE 
- ROBOTS have INTELLIGENCE* 

(INTELLIGENCE STAR) 
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This could be a first, very simple 
way to keep us aware of these on-
tological differences, and at the 
same time it can help in avoiding 
flaws in our reasoning, like this: 
- DOGS have four legs 
- The THING that I see here has 

four legs 
Therefore 
- The THING that I see here is a 

DOG 

For the sake of thruth, it necessary, 
even when we discuss the philoso-
phy of our science, that we engi-
neers apply the same sharpness as 
Galileo recommended in his syn-
thesis of the Scientific Methodology: 
“Necessary demonstrations and 
sense experiences”. 

From all this, the necessity for the 
robotics community to become the 
author of its own destiny, in order to 
tackle directly the task of defining 
the ethical, legal and societal as-
pects of their researches and appli-
cations. Of course not alone, but 
collaborating with academics in the 
field of philosophy, of law, and gen-
eral experts of human sciences. Nor 
should we feel relegated to a 
merely techno-scientific role, dele-
gating to others the task of reflect-
ing and taking action on moral as-
pects. At the same time, it is neces-
sary that those not involved in ro-
botics keep themselves up to date 
on the field’s real and scientifically 
predictable developments, in order 
to base the discussions on data 

supported by technical and scien-
tific reality, and not on appearances 
or emotions generated by legends.  

I understand, from what you said, 
that Roboethics is, in your view, 
more than some deontological 
guidelines for designers and users? 

GIANMARCO VERUGGIO 
Roboethics is not the “Ethics of 
Robots”, nor any “ethical chip” in 
the hardware, nor any “ethical be-
havior” in the software, but it is the 
human ethics of the robots’ design-
ers, manufacturers and users. In my 
definition, “Roboethics is an applied 
ethics whose objective is to develop 
scientific – cultural – technical tools 
that can be shared by different so-
cial groups and beliefs. These tools 
aim to promote and encourage the 
development of Robotics for the 
advancement of human society and 
individuals, and to help preventing 
its misuse against humankind. 

Actually, in the context of the so-
called Robotics ELS studies (Ethi-
cal, Legal, and Societal issues of 
Robotics) there are already two 
schools”. One, let us refer to it as 
“Robot-Ethics” is studying technical 
security and safety procedures to 
be implemented on robots, to make 
them as safe as possible for hu-
mans and the plant. Roboethics, on 
the other side, which is my position, 
concerns itself with the global ethi-
cal studies in Robotics and is a 
human ethics. 
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FIORELLA OPERTO 
Roboethics is an applied ethics that 
refers to studies and works done in 
the field of Science&Ethics (Science 
Studies, S&TS, Science Technology 
and Public Policy, Professional Ap-
plied Ethics), and whose main prem-
ises are derived from these studies. 
In fact, Roboethics was not born 
without parents, but it derives its 
principles from the global guidelines 
of the universally adopted applied 
ethics This is the reason for a rela-
tively substantial part devoted to this 
matter, before discussing specifically 
Roboethics’ sensitive areas. 

Many of the issues of Roboethics 
are already covered by applied 
ethics such as Computer Ethics or 
Bioethics. For instance, problems –
 arising in Roboethics – of depend-
ability; of technological addiction; of 
digital divide; of the preservation of 
human identity, and integrity; the 
applications of precautionary princi-
ples; of economic and social dis-
crimination; of the artificial system 
autonomy and accountability; re-
lated to responsibilities for (possibly 
unintended) warfare applications; 
the nature and impact of human-
machine cognitive and affective 
bonds on individuals and society; 
have already been matters of inves-
tigation by the Computer ethics and 
Bioethics. 

A few lines about the “history” of 
Roboethics can be useful here to 
understand its aims and scope. 

In January 2004, Veruggio, myself, 
in collaboration with roboticists and 
scholars of humanities organized the 
First International Symposium on 
Roboethics (Sanremo, Italy). Its aim 
was to open a debate, among scien-
tists and scholars of Sciences and 
Humanities, with the participation of 
people of goodwill, about the ethical 
basis, which should inspire the de-
sign and development of robots. 

Philosophers, jurists, sociologists, 
anthropologist and moralists, from 
many world’s Nations as well as 
robotic scientists, met for two days 
contributing to lay the foundations 
of the Ethics in the design, devel-
opment and employment of the 
Intelligent Machines, the Roboeth-
ics. 

In 2005, EURON (European Robot-
ics Research Network) funded the 
Research Atelier on Roboethics 
(project leader was School of Robot-
ics) with the aim of developing the 
first Roadmap of a Roboethics. The 
workshop on Roboethics took place 
in Genoa, Italy, 27th February – 3rd 
March 2006. The ultimate purpose of 
the project was to provide a system-
atic assessment of the ethically sen-
sitive issues involved in the Robotics 
R&D; to increase the understanding 
of the problems at stake, and to 
promote further study and trans-
disciplinary research. The Roboeth-
ics Roadmap – which was the result 
of the Atelier and of the following 
discussions and dissemination –
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 outlines the multiple pathways for 
research and exploration in the field, 
and indicates how they might be 
developed. The Roadmap embodies 
the contributions of more than 50 
scientists, scholars and technolo-
gists, from many fields of science 
and humanities. It is also a useful 
tool to design a robotics ethic trying 
to embody the different viewpoints 
on cultural, religious and ethical 
paradigms converging on general 
moral assessments. 

In the meantime, in the frame of the 
IEEE Robotics&Automation Society 
was organized a Technical Commit-
tee on Roboethics which is currently 
co-Chaired by Atsuo Takanishi, 
Matthias Scheutz, and Gianmarco 
Veruggio.  

GIANMARCO VERUGGIO 
One of the most ambitious aims of 
Robotics is to design an autono-
mous robot that could reach – and 
even surpass – human intelligence 
and performance in partially un-
known, changing, and unpredictable 
environments. Artificial Intelligence 
will be able to lead robots to fulfil 
the missions required by the end-
users. To achieve this goal, over 
the past decades roboticists have 
been working on AI techniques in 
many fields.  

From this point of view, let us con-
sider the fact that one of the funda-
mental aspects of the robots is their 
capability to learn: to learn the 

characteristics of the surrounding 
environment, that is, a) the physical 
environment, but also b) the living 
beings who inhabit it. This means 
that robots operating in a given 
environment have to distinguish 
human beings and living creatures 
from inorganic objects. 

In addition to performing a learning 
capability about the environment, 
robots have to understand their own 
behaviour, through a self reflective 
process. They have to learn from 
the experience, replicating some-
how the natural processes of the 
evolution of intelligence in living 
beings (synthesis procedures, try-
ing-and-error, learning by doing, 
and so on). 

All these processes embodied in 
the robots produce an intelligent 
machine endowed with the capabil-
ity to express a certain degree of 
autonomy. It follows that a robot 
can behave, in some cases, in a 
way, which is unpredictable for their 
human designers. Basically, the 
increasing autonomy of the robots 
could give rise to unpredictable and 
non predictable behaviours.  

Without necessarily imagining some 
Sci-Fi scenarios, in a few years we 
are going to be cohabiting with robots 
endowed with self knowledge and 
autonomy – in the engineering mean-
ing of these words. This means, for 
instance, that we could have to im-
pose limits – up to a certain extent –
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 on the autonomy of the robots, es-
pecially in those circumstances in 
which robots could be harmful to 
human beings. 

In our roboetics studies, we have 
taken into consideration – from the 
point of view of the ethical issue 
connected to Robotics – a time 
range of a decade, a frame in 
which it could reasonably be lo-
cated and inferred – on the basis 
of the current State-of-the-Art in 
Robotics – certain foreseeable 
developments in the field. More-
over, for the above mentioned rea-
son, we have considered it prema-
ture to deal with problems inherent 
in the purely hypothetic emergence 
of human functions in the robot: 
like consciousness, freewill, self-
consciousness, sense of dignity, 
emotions, and so on. Conse-
quently, this is why the Roadmap 
does not examine problems like 
the need not to consider robots as 
our slaves, or the need to guaran-
tee them the same respect, rights 
and dignity we owe to humans. I 
am convinced that, before discuss-
ing robot’s rights, we have to en-
sure human rights to all the human 
beings on earth.  

For instance, we have felt that prob-
lems like those connected to the 
application of robotics within the 
military and the possible use of 
military robots against some popu-
lations not provided with this so-
phisticated technology, as well as 

problems of terrorism in robotics 
and problems connected with bio-
robotics, implantations and aug-
mentation, were pressing and seri-
ous enough to deserve a focused 
and tailor-made investigation. It is 
clear that without a deep rooting of 
Roboethics in society, the premises 
for the implementation of artificial 
ethics in the robots’ control systems 
will be missing. 

How can you envisage the definition 
of a Roboethics guideline protocol, 
which has to be shared by different 
cultures? 

GIANMARCO VERUGGIO 
Roboethics is a work in progress, 
susceptible to further development 
and improvement, which will be 
defined by events in our techno-
scientific-ethical future. We are 
convinced that the different compo-
nents of society working in Robot-
ics, interested people and the 
stakeholders should intervene in the 
process, in a grassroots science 
experimental case: the Parliaments, 
Academic Institutions, Research 
Labs, Public ethics committees, 
Professional Orders, Industry, Edu-
cational systems, the mass-media. 

To achieve this goal we need an 
internationally open debate be-
cause, concerning the role of sci-
ence and technology in law, politics, 
and the public policy in modern 
democracies, there are important 
differences between each of the 
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European, the American, and the ­ 
we could say ­ oriental approach. 
But we live in the Age of Globaliza-
tion and robotics will have a global 
market, just like computers, video-
games, cars or cameras.  

In the United States, the general 
attitude is definitely more science-
based than it is in Europe. In the 
former case, science is said to 
speak the truth, and the regulatory 
process is based more on objective 
scientific data than on ethical con-
siderations. At the same time, the 
subjective point of view is taken up 
by the courts, which are now also 
intervening directly in areas such as 
risks in society and scientific knowl-
edge, although the current concep-
tual tools of jurisprudence in the 
field of science&technology are still 
very limited. Nonetheless, in the 
Anglo Saxon culture, “law does not 
speak the language of science”. 

On the other side, in Europe, in the 
frame of the ongoing process of the 
culture’s cohesion, the course of 
regulation and legislation of science 
and technology assume a character 
of the foundation of a new political 
community ­ the European Union, 
which is centred around the rela-
tionship between science and its 
applications, and the community 
formed by the scientists, the pro-
ducers, and the citizens. We can 
safely assume that, given the com-
mon classical origin of jurispru-
dence, the latter process could be 

helpful in influencing other cultures, 
for instance, the moderate Arab 
world. 

There is a third way to approach 
issues in science&society it could be 
called oriental. In fact, in Japan and in 
the Republic of South Korea, issues 
of robotics&society have been han-
dled more smoothly and pragmati-
cally than in Europe and in America. 
Due to the general confidence from 
their respective societies towards the 
products of science&technology, the 
robotics community and the ad hoc 
ethical committee inside these gov-
ernments have started to draw up 
guidelines for the regulation of the 
use of robotic artefacts. This non-
ideological, non-philosophical ap-
proach has its pros and cons, but it 
could encourage scientists and ex-
perts in Europe and the United States 
to adopt a more normative position. 

This means that also Roboethics –
 which is applied ethics, not theo-
retical – is the daughter of our glob-
alised world. An Ethics which could 
be shared by most of the cultures of 
the world, and capable of being 
translated into international laws 
that could be adopted by most of 
the nations of the world. 

While we analyze the present and 
future role of robots in our societies, 
we shall be aware of the underlying 
principles and paradigms which 
influence social groups and single 
individuals in their relationship with 
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intelligent machines. Different cul-
tures and religions regard differently 
the intervention on sensitive fields 
like human reproduction, neural 
therapies, implantations, and pri-
vacy. These differences originate 
from the cultural specificities to-
wards the fundamental values re-
garding human life and death. In 
different cultures, ethnic groups and 
religions the very concept of life and 
human life differs, first of all con-
cerning the immanence or tran-
scendence of human life. While in 
some cultures women and children 
have fewer rights than adult males 
(not even the habeas corpus), in 
others the ethical debate ranges 
from the development of a post-
human status to the rights of robots. 
Thus, the different approach in 
Roboethics concerning the rights in 
Diversity (gender, ethnicity, minori-
ties), and the definition of human 
freedom and Animal welfare. From 
these concepts, other specificities 
derive such as privacy, and the 
border between privacy and trace-
ability of actions. 

Cultural differences also emerge in 
the realm of natural vs. artificial. 
Think of the attitude of different 
peoples towards the surgical im-
plants or the organs implantation. 
How could human enhancement be 
viewed? Bioethics has opened im-
portant discussions How is the in-
tegrity of the person conceived? 
What is the perception of a human 
being? 

Last, but not least, the very concept 
of intelligence, human and artificial, 
is subject to different interpretations. 
In the field of AI and Robotics alone, 
there is a terrain of dispute– let’s 
imagine how harsh could it be out-
side of the circle of the inner experts. 

Because we said that there are big 
differences in the way the human-
robot relationship is considered in the 
various cultures and religions, only a 
large and lengthy international debate 
will be able to produce useful phi-
losophical, technical and legal tools. 

At a technical level we need a huge 
effort by the standard committees of 
the various international organiza-
tions, to achieve safety standards, 
just like for any other machine or 
appliance.  

At a legal level we need a whole new 
set of laws, regulating for instance the 
mobility of robots in the place of work 
or in public spaces, setting clear rules 
about the liability and accountability 
of their operations. 

At a philosophical and ethical level, 
we need to discuss in depth the 
serious problem of the lethality of 
robots. This means that humankind 
has to decide if the license to kill 
humans should be issued to robots, 
for instance in military applications. 

This is precisely the mission that led 
us to start and to foster the Robo-
ethics Programme, and to develop 
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the Roboethics Roadmap. The ba-
sic idea was to build the ethics of 
robotics in parallel with the con-
struction of robotics itself.  

Actually, the goal was not only to 
prevent problems or equip society 
with cultural tools with enough time 
to tackle them, but a much more 
ambitious aim. Indeed I feel that 
robotics’ development is not so 
much driven by inexistent abstract 
laws of scientific/technical progress, 
but moreover by complex relations 
with the driving forces of the eco-
nomic, political and social system. 
And therefore dealing with roboeth-
ics means influencing the route of 
Robotics. 

It is certainly a great responsibility, 
which however cannot be avoided. 
As the American roboticist George 
Bekey says : <We roboticists must 
walk to the future with our eyes 
wide open>. Indeed in society there 
cannot be a “Non-choice” stance.  

Abstention ultimately ends up fa-
voring the strongest, and in our 
case, in the current world political, 
social and economic system, this 
means one thing only: a develop-
ment policy driven by the interests 
of multinational corporations. And, 
as the French roboticist Philippe 
Coiffet says: <A development in 
conformity with a Humanist vision 
is possible but initiatives must be 
taken because “natural” develop-
ment driven by the market does 

not match with the desired human-
ist project.>7 

From the ethical point of view, 
which kind of approach have you 
selected in structuring the funda-
mentals of the ethical issues in 
robotic? 

GIANMARCO VERUGGIO 
Given the relative novelty of the 
ELS issues in Robotics, the rec-
ommended ethical methodological 
approach here is that of the Applied 
Socio-Ethics.  

Lacking an existing body of ethical 
regulations related to ethical issues 
in Robotics, scholars in the field 
(Tamburrini, Capurro et al., 2007) 
have proposed to sort a high value 
selection of case-studies in the 
most intuitively sensitive field on 
robotics applications (learning ro-
bots and responsibility, military 
robotics, human-robot interaction, 
surgery robotics, robotics cleaning 
systems, biorobotics). These cases 
were analyzed from the following 
point of view:  
a) a technoscientific analysis (risk 

assessment; stability, sustain-
ability and predictability); de-
pendability assessment;  

b) Shared ethical assumptions: 
liberty, human dignity, personal 
identity, moral responsibility and 
freedom (European Charter of 
Fundamental Rights; UN Chart 
of Human Right and related 
documents);  
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c) General Cultural assumptions 
(the way we live in Europe, our 
shared values and future per-
spectives, the role of technology 
in our societies, the relationships 
of European citizenship to tech-
nology and robots; our shared no-
tions of social responsibility, soli-
darity and justice). Successively, 
a cross- check analysis was car-
ried out between techno-ethical 
issues and ethical regulations. 

Let us look at one case. In the field 
of service robots, we have robot 
personal assistants, machines which 
perform tasks from cleaning to 
higher tasks like assisting elderly, 
babies, disabled people, students in 
their homework, to the entertainment 
robots. In this sector, ELS issues to 
be analyzed concern the potection of 
human rights in the field of human 
dignity, privacy, the position of hu-
mans in control hierarchy (non in-
strumentalization principle). The right 
to human dignity implies that no 
machine should be damaging a hu-
man, and it involves the general 
procedures related to dependability. 
From this point of view, robotics 
personal assistants could raise seri-
ous problems related to the reliability 
of the internal evaluation systems of 
the robots, and to the unpredictability 
of robots’ behavior. Another aspect 
to be taken into account, in the case 
of autonomous robots, is the possi-
bility that these were controlled by ill-
intentioned people, who can modify 
the robot’s behavior in a dangerous 

and fraudulent manner. Thus, de-
signers should guarantee the trace-
ability of evaluation/actions proce-
dures, and the identification of ro-
bots.  

On a different level, we have to 
tackle the psychological problems 
of people who are assisted by ro-
bots. Lack of human relationships 
where personal connections are 
very important (e.g. for elderly care 
or edutainment applications) and 
general confusion between natural 
and aryificial, plus technological 
addiction, and loss of touch with the 
real world – in case of kids – are 
some of the psychological problems 
involved. 

FIORELLA OPERTO 
We can underline other kinds of 
ethical issues involving personal 
robots. For instance: The emerging 
market of personal service robots is 
driving researchers to develop 
autonomous robots that are natural 
and intuitive for the average con-
sumer who can interact with them, 
communicate, work and teach 
them. Human-Robot interaction is 
developing along the innovative 
field of the so-called “emotional” or 
“social” robots, capable of express-
ing and evoking emotions. These 
social robots (employed especially 
in education, edutainment, care, 
therapy, assistance or leisure) are 
produced for the average non-
expert consumer, and are supposed 
to display “social” characteristics 
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and competencies, plus a certain 
level of autonomous decision-
making ability. They are endowed 
with: a) natural verbal and non-
verbal communication (facial ex-
pressions, gestures, mimicking); b) 
embodiment (that is, in our case, 
how the internal representations of 
the world are expressed by the 
robots’ body) and social situated-
ness; and emotions. 

In the process of modelling human 
schemes of emotions, facial ex-
pressions and body language are 
often used gender, race and class 
stereotypes drawn from the ap-
proach of the empiricist psychology 
school. From the point of view of 
ethcal issues in robotics, it should 
be considered, and possibly 
avoided, to adopt the discriminatory 
or impoverished stereotypes of, 
e.g., race, class, gender, personal-
ity, emotions, cognitive capabilities, 
and social interaction. 

The Institut für Religion und 
Frieden – which is the Editor of this 
booklet – is promoting a survey on 
one of the main sensitive aspect of 
robotics’ applications – and of 
Roboethics: Military robotics. I am 
aware that you have intervened 
several times on this issue? 

GIANMARCO VERUGGIO 
Military research in robotics is being 
extensively supported, both in the 
United States and in Europe. 
Ground and aerial robotic systems 

have been deployed in warfare 
scenarios. It is expected that an 
increasing variety and number of 
robotic systems will be produced 
and deployed for military purposes 
in many developed countries. 

While the design and development 
of autonomous machines opens up 
new and never faced issues in 
many fields of human activity, be 
they service robots employed in 
caring people (robots companion), 
or robots used in health care, those 
autonomous machines employed in 
war theatres are going to raise new 
and dramatic issues. 

In particular, military robotics opens 
up important issues of two catego-
ries:  
a) Technological;  
b) Ethical. 

Concerning technological issues, 
these are managed under the so-
called Dual Use. Dual Use goods 
and technologies are products and 
technologies which are normally 
used for civilian purposes but 
which may have military applica-
tions. The main legal basis for con-
trols on Dual-Use Goods is the EU 
Dual-Use Regulation (also known 
as Council Regulation 1334/2000 
to be repealed by Council Regula-
tion 428/2009, adopted 5 May 
2009 and published in the OJ of 
the EU on 29 May 2009, L 134.) 
(European Commission, External 
Trade). 
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In the case of robotics machines, 
their behavour is affected by issues 
regarding the uncertainty of the 
stability of robot sensory-motor 
processes and other uncertainty 
questions. For this reason, in ro-
botic systems that are designed to 
interact with humans, stability and 
uncertainty issues should be sys-
tematically and carefully analyzed, 
assessing their impact on moral 
responsibility and liability ascription 
problems, on physical integrity, and 
on human autonomy and robotic 
system accountability issues. 

Actually, in modern robots the algo-
rithms governing their learning and 
behavioral evolution, associated with 
operational autonomy, give rise in-
trinsically to the inability to forecast 
with the needed degree of accuracy 
each and all the decisions that the 
robot should take, under the pressure 
of the operational scenario in which it 
is employed at that moment. 

This window of unpredictability is a 
well-known issue appearing in every 
robotics application field; but it in-
volves some dramatic implications 
when applied to military robotics. 

In this field, in fact, we have not 
only important ethical and humani-
tarian considerations, but also 
questions of operational reliability 
and dependability. 

The very same military milieus have 
several times underlined the danger 

implied by the lack of reliability of 
robotics systems in a war theatre, 
especially when the urgency of 
quick decisions and the lack of clear 
intelligence concerning the situation 
requires the maximum control over 
its own forces. 

This is particularly evident when hu-
man-in-the-loop conditions jeopardize 
timely robotic responses, possibly 
leading on this account to violations 
of task constraints and increased risk 
conditions. In view of current limita-
tions of robotic technologies, robots 
do not achieve human-level percep-
tual recognition performances that 
are crucial, e.g., to distinguish friends 
or by-standers from foes. 

In shaping responsibility ascription 
policies one has to take into ac-
count the fact that robots and soft-
bots – by combining learning with 
autonomy, pro-activity, reasoning, 
and planning – can enter cognitive 
interactions that human beings 
have not experienced with any 
other non-human system (Tam-
burrini, Marino, 2006) 

The issue is worsened by the ex-
traordinary complexity of the robot’s 
artificial intelligence control system. 
This issue makes these intelligent 
machines vulnerable from the point 
of view of their software’s reliability. 
We all know, in fact, that no pro-
gram is free from bugs affecting its 
behavior. Now, it’s one thing when 
a bug is affecting a word processor 
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program, but it is different when a 
program’s bug on a robot endan-
gers the human lives the robot is 
supposed to protect. 

The other side of the issues – also 
stressed by military spokesmen – in 
military robotics is the high risk of 
information security gap. Autono-
mous robot employed in war thea-
tres could be intruded, hacked, 
attacked by viruses of several 
types, and become an enemy’s 
tools behind our back.  

In some cases, a responsibility gap 
could also arise, when human adap-
tation to service robots could cause 
some phase displacements in hu-
man’s behavior whose conse-
quences should be carefully consid-
ered. The beneficial possibilities pro-
vided by robotics remotely and tele 
operations; by robots serving as hu-
man avatars in inaccessible and dan-
gerous areas; the availability through 
robots to intervene in micro and 
nanometer ranges could induce in 
humans the rise of gaps in responsi-
bility (because of the perceived 
shared responsibility between human 
and robot) which could lead to disen-
gagement from ethical actions); a gap 
in knowledge (the so called “video-
game syndrome”, that is when an 
operator perceives reality like in a 
video game), and gaps in actuality 
and reality.  

The second categories of issues 
are of ethical and social class. 

Human life has so high a value to 
justify a war and to accept the sacri-
fice of one or more lives to protect a 
human community. 

 However, just for this reason, the 
extraordinary importance and seri-
ousness of the issues has imposed 
that in civilized societies only and 
always human beings can decide on 
the destiny of other human beings, 
and not automatic mechanisms, as 
sophisticated as they might be. 

Only human beings endowed with 
the power of reasoning and of free 
will are endowed with the power of 
moral responsibility. 

Ethical reflection does not justify the 
exceptions rule that every individual 
robotic action be submitted to hu-
man supervision and approval be-
fore its execution. 

It is recommended that in human-
robot shared action control provisions 
be made for assigning humans the 
higher rank in the control hierarchy 
which is compatible with cost-benefit 
and risk analyses. Furthermore, it is 
recommended that robotic systems 
which are justifiably allowed to over-
ride human decisions or to act inde-
pendently of direct human control or 
supervision be systematically evalu-
ated from an ethical viewpoint. 
(Eticboths project, deliverable 5) 

For all these consideration, although 
very briefly summarized, I am deeply 
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convinced that to attribute a “license 
to kill” to a robot is a decision of such 
an extreme gravity that no Nation or 
community alone can do it by itself. 
This question must be submitted to a 
deep and thorough international 
debate 

The further development of a broad 
ethical framework as an enabling 
factor for the public to participate in 
discussions on dual use of robots is 
highly desirable, together with delib-
erative technology assessment pro-
cedures (for example consensus 
conferences) backed by technologi-
cally informed education initiatives. 
Suitable policies and actions foster-
ing awareness about the dual use 
robots are highly recommended at 
the level of European society. Sup-
port of extensive initiatives in dual 
use problem dissemination and in-
terdisciplinary techno-ethics com-
munity building is recommended too. 

I am also deeply convinced that an 
“R” (robot) chapter should be added 
to the NBC treaties, discussing the 
guidelines for the use of robots in 
war theaters. As in the case of many 
new weapon systems, also in our 
case, military robotics, we will be 
witnessing many political, social, and 
philosophical stands. From the “ban 
the bomb” (there will be people fight-
ing for “ban robot weaponry” or, “ban 
the killer robots”) to all the nuances 
of military agreement’s proposals, as 
we have had for the ABC weapons. 
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Ronald C. Arkin: 
Governing Lethal Behaviour 
 
How and why did you get interested 
in the fields of robots and ethics? 

Several things lead me into the 
field, some of which are discussed 
in length in my new book’s preface1.  

The first event was the recognition 
that my research and that of my 
colleagues was moving out of our 
laboratories and into the battlefield 
at a remarkable pace, and that we 
as scientists must assume respon-
sibility for the consequences of 
being involved in the creation of 
this new technology. The second 
was my participation in the First 
Symposium on Roboethics in 2004 
in San Remo Italy, thereby gaining 
a broader perspective of the field, 
including presentations from the 
Pugwash Institute of Russell-
Einstein Manifesto fame, represen-
tatives of the Geneva Convention, 
and the Vatican among many oth-
ers. I then started writing and pre-
senting my ideas not only in tech-
nical conferences but also in phi-
losophical and sociological venues 
that served to sharpen my 
thoughts on the subject. My sub-
sequent involvement in our chief 
professional society (IEEE Robot-
ics and Automation) added mo-
mentum, with my co-founding of 

the Technical committee on 
Roboethics, and also serving as 
co-chair of the Human Rights and 
ethics committee, and Liaison to 
the IEEE Social Implications of 
Technology Society. I developed 
an ethics course for our under-
graduates at Georgia Tech entitled 
Robots and Society which satisfied 
their ethics requirement and pro-
vided fertile interactions from a 
diverse set of student back-
grounds. Finally, my viewing of a 
particular battlefield video at a 
Department of Defense workshop 
that is described and used as a 
scenario in my book was a tipping 
point for providing impetus on 
learning how autonomous systems 
may be able to perform better than 
human soldiers in certain circum-
stances. I wanted to help ensure 
that robots would make better de-
cisions in the battlefield than these 
warfighters did. 

In the last two decades robots tran-
scended from the production lines 
into the human society. The use of 
robots begins to span from the en-
tertainment industry as far as to the 
care for the elderly. Do you think 
robots will have a similar impact on 
the human society as the revolution 
in telecommunications had? 
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Certainly the potential is there. I 
expect that robotics technology will 
be ubiquitous in the not too distant 
future, and as telecommunications 
has already shown, it will signifi-
cantly affect the ways in which we 
interact with each other. The future 
impact on the social fabric from the 
advent of a robotics age is not yet 
understood, although we continue 
to plow ahead unchecked in many 
different technological venues: war-
fare, elder and child care, intelligent 
prostheses, and intimate robotics to 
name just a few. There is virtually 
no guidance from an ethical per-
spective for researchers in our field, 
unlike bioethics for example. 

It seems that since 2004 (First In-
ternational Symposium on Roboeth-
ics in Sanremo, Italy) roboethics at 
least are seen as an issue among 
engineers and philosophers alike. 
What do you think should be done, 
and having in mind the momentum 
of the industry, what can be done to 
meet the challenges in the fields 
you mentioned?  

The most pressing need is continu-
ing international discussion and 
additional forums to present the 
emerging issues associated with 
this new technology, not only to 
researchers and philosophers, but 
also social scientists, regulators and 
policy makers, and the general 
public among others. These discus-
sions should not be tinged with fear 
or hysteria, which unfortunately 

often happens in the lay press, but 
rather examine these issues care-
fully and thoughtfully.  

It is too early to be overly prescrip-
tive, but we need informed and 
broad thinking on the subject. I am 
hopeful that additional venues will 
be found to lead to some sort of 
guidelines/regulations/doctrine that 
can be applied to the field as a 
whole and specific sub-disciplines 
as required. 

From Karel Čapek’s RUR to James 
Cameron’s Terminator, Robots are 
often portrayed as a menace to 
human society. Do you think that 
this is inherent to our concept of 
robots and therefore influences our 
view of future developments in this 
sector? And are there differences 
between the United States and 
Europe on the one side and Asian 
countries like Japan and Korea on 
the other, where it seems that the 
society is more open to different 
roles of robots? 

There have been several presenta-
tions and papers on this subject by 
my colleagues in Europe and Japan 
on this phenomenon. It is clear that 
the perception of robotics varies 
from culture to culture with a more 
Frankensteinian perspective in the 
West to a more friendly or benign 
view in the East. Some of this is 
believed to be related to religious 
heritage from these different re-
gions, while other influences are 
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more overt such as Hollywood ro-
bots that end up destroying every-
thing in sight (the logic extension of 
RUR) in contrast to the friendly 
society-saving robots (e.g., As-
troboy, the main character of a 
Japanese Comic series by Osamu 
Tezuka from 1952 to 1968, which 
later on has also been produced for 
television and in 2009 by Imagi 
Animation Studios for cinema) of 
Japan. 

This does not affect the research 
agendas perhaps as much as it 
does public opinion. The way the 
popular press treats robotics is 
remarkable in the U.S. and Europe 
with its tendency to use pathos and 
fear mongering blurring the line with 
objective and factual reporting. 
While it is important to make people 
aware of the potential dangers as-
sociated with this new technology, it 
is not fruitful to use Hollywood and 
other forms of fiction as examples 
of real consequences of this re-
search. In the East, in contrast, it 
seems the potential ill effects of 
robotics are not adequately consid-
ered in the lay press, which is also 
disconcerting. 

You have recently spoken at the 
IEEE (Institute of Electrical and 
Electronics Engineers) International 
Conference on Robotics and Auto-
mation in Kobe, Japan2, where a 
workshop was dedicated to 
roboethics. Though most of the 
systems currently in use by the 

military are in most cases tele-
operated, in the last couple of years 
the question of (semi)autonomous 
military robots and the ethical impli-
cations of their deployment have 
become of interest to a broader 
public. Do you see this as some-
thing that will have to be dealt with 
in the foreseeable future? 

Certainly. These systems must be 
designed to comply with interna-
tional treaties and accords regard-
ing the conduct of warfare. I believe 
this is feasible and has the potential 
to lead to the design of autonomous 
robots capable of lethal force that 
can outperform human soldiers with 
respect to ethical conduct in certain 
constrained situations. 

Contrary to a common belief, that 
robots lacking the capacity of being 
emotional are a problem, you have 
argued that being not an emotional 
being and therefore not being ex-
posed to stress, anger and fear will 
give robots the potential to behave 
more ethically than human soldiers. 
Should the programming of robots 
be therefore clearly restricted and 
should we even strive for autono-
mous systems with emotionlike 
qualities, as current research does? 

We have and are continuing to 
study the role of emotions in robot-
ics in general, and there is a time 
and place for them. This is gener-
ally, however, not in the battlefield, 
especially regarding fear and anger 
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when associated with the use of 
lethal force. Nonetheless, we are 
investigating the role of guilt for 
battlefield robots as a means of 
reducing unintended collateral 
damage and we expect to have a 
technical report available on that 
subject shortly. For non-military 
applications, I hope to extend this 
research into a broader class of 
moral emotions, such as compas-
sion, empathy, sympathy, and re-
morse, particularly regarding the 
use of robots in elder or childcare, 
in the hopes of preserving human 
dignity as these relationships unfold 
in the future. 

There is also an important role for 
artificial emotions in personal robots 
as a basis for establishing meaning-
ful human-robot interaction. Having 
worked with the use of artificial 
emotions for Sony Corporation on 
their AIBO and QRIO robots, and 
now with Samsung Corporation for 
their humanoid robots, it is clear 
that there exists value for their use 
in establishing long-term human-
robot relationships. There are, of 
course, ethical considerations as-
sociated with this goal due in part to 
the deliberate fostering of attach-
ment by human beings to artifacts, 
and a consequent detachment from 
reality by the affected user. This 
may also result in the displacement 
of normal human-human relation-
ships as a by-product. Currently 
most researchers view this as a 
benign, or perhaps even beneficial 

effect, not unlike entertainment or 
video games, but it can clearly have 
deleterious effects if left unchecked, 
and needs to be further examined. 

Your study “Governing Lethal Be-
havior: Embedding Ethics in a Hy-
brid. Deliberative/ Reactive Robot 
Architecture” (and the resulting 
book: Governing Lethal Behavior in 
Autonomous Robots, 2009) was the 
first in depth work tackling ethical 
aspects of the use of military robots 
on a practical level. What were your 
motivations and aims for this study 
and what were the proceedings? 

The research in this study was 
funded by the U.S. Army Research 
Organization. It was an outgrowth of 
discussions I had with the military 
regarding the potential conse-
quences of autonomous systems in 
the battlefield and I was fortunate 
enough to have my proposal funded 
to conduct this work. The motivation 
was largely to explore the thesis 
that robotic warfare may lead to a 
potential reduction in non-
combatant casualties as well as a 
concomitant reduction in other 
forms of collateral damage, ideally 
without erosion of mission perform-
ance. This is not to say that the 
systems can be designed to per-
form in all situations that human 
soldiers can function; far from it. But 
rather for certain future situations 
(e.g., counter-sniper or urban build-
ing clearing operations), and al-
though not perfectly, these systems, 
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due to inherent human failings in 
the battlefield, will be able to act 
more conservatively and process 
information more effectively than 
any human being possibly could, 
given the ever increasing battlefield 
tempo. It is proposed only for future 
warfare usage, not for existing mili-
tary engagements or counterinsur-
gency operations. 

The results of this study include the 
theoretical mathematical formalisms 
underpinning the approach, the 
design of a robot architecture po-
tentially capable of ensuring that 
lethal force is consistent with inter-
national ethical requirements in 
bounded military situations, and 
some preliminary implementation 
and testing of the ideas in simula-
tion. These are all documented in 
the new book.  

In the analysis of the Future Com-
bat Systems of the United States 
Army3, you have identified the roles 
of robots either as an extension to 
the warfighter or as an autonomous 
agent. How do these two cases 
differ from each other and what are 
their ethical challenges? 

As defined in our report (which did 
not deal specifically with the Future 
Combat System): 
-  Robot as an extension of the 

warfighter: a robot under the di-
rect authority of a human, includ-
ing authority over the use of le-
thal force. 

-  Autonomous robot: A robot that 
does not require direct human 
involvement, except for high-
level mission tasking; such a ro-
bot can make its own decisions 
consistent with its mission with-
out requiring direct human au-
thorization, including decisions 
regarding the use of lethal force. 

The primary difference lies in the 
locus of responsibility for the ro-
bots’ actions. The ethical chal-
lenges surround the attribution of 
responsibility if or when things go 
wrong, an important criterion in 
Just War theory. If a mistake or a 
war crime occurs during the use a 
robot acting as an extension of the 
warfighter, it seems much more 
straightforward to blame the actual 
operator of the system, although 
this may still be unfair depending 
upon how the system was de-
signed and other factors. In the 
case of an illegal action by an 
autonomous robot, some may 
choose to try and blame the robot 
itself when things go wrong. In my 
opinion, this cannot be the case, 
and the fault will always lie with a 
human being: either the user, the 
commanders, the politicians, the 
designers, the manufacturers, the 
scientists, or some combination 
thereof. Thus responsibility attribu-
tion is more difficult to achieve in 
the autonomy case, but not impos-
sible in my opinion. The design of 
our software architecture includes 
a responsibility advisor that strives 
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to make this attribution process as 
transparent as possible. 

In your research an “Ethical Gover-
nor” is designed to regulate behav-
iour and to ensure that the acts of 
the robot are ethical. Can we imag-
ine this system similar to the super-
ego of the human mind? 

The ethical governor was inspired by 
James Watts’ governor for steam 
engines (originally designed in 
1788), rather than a model of the 
human mind. His governor was used 
to ensure that a machine remained 
within acceptable operational 
bounds so that it wouldn’t destroy 
either itself or its surroundings. In 
this sense there is a parallel with the 
ethical governor, which instead of 
regulating the speed of the engine, 
instead regulates the behavioural 
output of the unmanned system to 
fall within the bounds prescribed by 
the internationally agreed upon Laws 
of War and the specific Rules of 
Engagement for a given mission. 

If military robots are discussed, the 
focus is often put on systems with 
the potential to apply lethal force. Do 
you see a trend towards the use of 
unmanned systems in lethal and 
non-lethal engagement (e.g. robots 
with Taser like weapons)? And will it 
be functional or even be possible to 
really “keep the human in the loop”? 

Yes, there is a clear trend towards 
autonomous unmanned weapon-

ized robotic systems. (By the way, 
there really are no non-lethal weap-
ons, they are rather less-lethal 
weapons. Tasers have been impli-
cated in the deaths of many peo-
ple). Due to an ever-increasing 
battlefield tempo, which has accel-
erated to the point where humans 
are hardly capable of making ra-
tional and deliberate decisions re-
garding the conduct of warfare 
when under fire, there appears to 
be little alternative to the use of 
more dispassionate autonomous 
decision-making machinery. Auton-
omy will move closer and closer to 
the “tip of the spear” and target 
selection will involve less human 
authority over time. Humans will still 
be in the loop, but at a highly su-
pervisory level, such as “take that 
building using whatever force is 
necessary”.  

While the traditional military man-
tras of "warfighter multiplication, 
expanding the battlespace and 
increasing the warfighter's reach" 
will drive the use of autonomous 
systems to enhance mission effec-
tiveness, there are also manifold 
reasons to justify their potential use 
on ethical grounds as well, in my 
opinion, potentially leading to a 
reduction in collateral damage and 
noncombatant casualties. 

Given the progressing develop-
ments in sensor technology and 
physiological and behavioural bio-
metrics, projects like the Future 
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Attribute Screening Technology 
(FAST) Project of Homeland Secu-
rity come to mind, do you think that 
these approaches will have some 
impact on the development of 
autonomous systems for the mili-
tary? 

I am not familiar with this particular 
program, so I cannot comment spe-
cifically. But in any case, recogni-
tion of combatants is different than 
recognition of terrorists, which I 
suspect is what the Homeland Se-
curity Program is about. Different 
recognition criteria are at play. I do 
not advocate the use of weaponized 
autonomous systems in situations 
other than open declared warfare, 
where civilian populations have 
been duly warned of possible at-
tack. They are not appropriate in 
situations where there is a signifi-
cant civilian population present, as 
is often the case for many counter-
insurgency operations. 

Besides Mine-Clearing, IED dis-
posal and surveillance, roles in 
which unmanned systems will be 
increasingly deployed in the fore-
seeable future seem to be also 
transport and logistics as well as 
information gathering and process-
ing. From your experience, which 
trends do you expect in the devel-
opment of military robots in the next 
couple of years?  

Clearly, hunter-killer UAV (e.g., 
predator and reaper class) use will 

continue to be expanded, including 
for naval operations. Ground troop 
combat support vehicles and un-
manned logistical resupply systems 
will also be developed. Smaller and 
more intelligent ground and air mi-
crovehicles will play a greater role 
in military operations. Additional 
support for battlefield casualties will 
be handled through robotic technol-
ogy. Beyond that it’s hard to predict 
as it is often dependent upon the 
nature of the threat at the time. 

With all the research going on in 
different industries and the – in 
proportion to other military tech-
nologies – relatively low cost of 
building robotic systems, do you 
see any specific ethical responsibil-
ity of robot researchers, as their 
work could be used at least deriva-
tively for military applications? And 
do you think there is the possibility, 
that we will experience a robot arms 
race?  

In regards to the moral responsibil-
ity of robotics researchers, certainly, 
and education is the key. Most sci-
entists do not foresee the conse-
quences of the technology they are 
creating. As I often say to my col-
leagues, that if you create some-
thing useful, even if you are not 
accepting funds from the Depart-
ment of Defense, that technology 
will be put to use by someone, 
somewhere, in a military applica-
tion. You cannot pretend that you 
are not involved in this chain of 
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creation. That is why we must have 
proactive management of this re-
search by our own field, guided by 
policy makers, philosophers, law-
yers, and the like to ensure that we 
are ultimately comfortable with the 
outcomes of our research. The only 
alternative is relinquishment, as Bill 
Joy advocates in his “Wired” article 
“Why the future doesn’t need us”. I 
believe there are other alternatives 
if we choose to act responsibly, but 
we cannot ignore the looming 
threats of unchecked technology. 

Regarding an arms race, nations 
always strive to be competitive in 
the battlefield, as it is an imperative 
to their existence. So governments 
will compete to have the best tech-
nology, but not only in robotics. 
These robotic systems are not 
weapons of mass destruction, as is 
the case of chemical, biological or 
nuclear weapons, and thus are not 
subject to similar developmental 
restrictions, at least currently. But 
asymmetry is an important factor in 
winning wars, and there is an inher-
ent quest for self-preservation at a 
national level leading towards sub-
stantial investment worldwide in this 
technology, if not properly consid-
ered and managed at an interna-
tional level. International discus-
sions on the appropriate use of this 
technology are overdue. 

 

                                                            
1 Governing Lethal Behavior in Autonomous 
Robots: http://www.amazon.com/Governing-
Lethal-Behavior-Autonomous-Robots/dp/ 
1420085948/ref=sr_1_1?ie=UTF8&s=books
&qid= 1244630561&sr=8-1. 
2 http://www.icra2009.org. 
3 https://www.fcs.army.mil. 
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John P. Sullins: 
Aspects of Telerobotic Systems 
 
How and why did you get interested 
in the field of military robots? 

It was not intentional. My PhD pro-
gram focused on artificial intelli-
gence, artificial life and conscious-
ness. During my studies I was per-
suaded by the works of Rodney 
Brooks and others, who were argu-
ing that embedding AI and robotic 
systems in real world situations is 
the only way to gain traction on the 
big issues troubling AI. So, I began 
studying autonomous robotics, evo-
lutionary systems, and artificial life. 
Right away I began to be troubled by 
a number of ethical issues that har-
ried this research and the military 
technological applications it was 
helping to create. Just before I fin-
ished my doctorate the events of 
September eleventh occurred clo-
sely followed by a great deal of in-
terest and money being directed at 
military robotics. Instead of going 
into defence contract research, as a 
number of my peers were doing, I 
decided to go into academic phi-
losophy as this seemed like the best 
angle from which to speak to the 
ethics of robotics. Like the rest of us, 
I have been swept up by historical 
events and I am doing my best to try 
to understand this dangerous new 
epoch we are moving into.  

In your work you have engaged 
questions regarding ethics of artifi-
cial life, ethical aspects of autono-
mous robots and the question of 
artificial moral agency. Where do 
you see the main challenges in the 
foreseeable future in these fields? 

In the near term the main issue is 
that we are creating task accom-
plishing agents, which are being 
deployed in very ethically charged 
situations, be they AI(Artificial Intel-
ligence), ALife (Artificial Life), or 
robotic in nature. 

In ALife work is proceeding on the 
creation of protocells, which will 
challenge our commonsense con-
ception of life and may open the 
door to designer biological weapons 
that will make the weapons of today 
look like the horse does now to 
modern transportation technology. 

Autonomous robotics has two main 
challenges, the most imminent 
challenge is their use in warfare, 
which we will talk more about later, 
but there is also the emergence of 
social robotics that will grow in 
importance over the coming dec-
ades. Social robots are machines 
designed as companions, helpers, 
and as sexual objects. I believe 
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that a more fully understood con-
cept of artificial moral agency is 
vital to the proper design and use 
of these technologies. What wor-
ries me most is that in robotics we 
are rushing headlong into deploy-
ing them as surrogate soldiers and 
sex workers, two activities that are 
surrounded by constellations of 
tricky ethical problems that even 
human agents find immensely diffi-
cult to properly navigate. I wish we 
could have spent some additional 
time to work out the inevitable bugs 
with the design of artificial moral 
agents in more innocuous situa-
tions first. Unfortunately, it looks 
like we will not have that luxury and 
we are going to have to deal with 
the serious ethical impacts of robot-
ics without delay. 

Concerning the use of robots by the 
military, Ronald Arkin has worked 
on an ethical governor system for 
unmanned systems. Do you think 
similar developments will be used in 
other application areas of robots in 
society? Especially the impact of 
robots on health care and care for 
the elderly concerns ethically sensi-
tive areas. 

Yes, I do think that some sort of 
ethical governor or computational 
application of moral logic will be a 
necessity in nearly every application 
of robotics technology. All of one’s 
personal interactions with other 
humans are shaped by one’s own 
moral sentiments. It comes so natu-

rally to us that it is hard to notice 
sometimes unless someone trans-
gresses some social norm and 
draws our attention to it. If we ex-
pect robots to succeed in close 
interactions with people we need to 
solve the problem Arkin has ad-
dressed with his work. Right now, 
our most successful industrial ro-
bots have to be carefully cordoned 
off from other human workers for 
safety reasons, so there is no 
pressing need for an ethical gover-
nor in these applications. But when 
it comes to replacing a human 
nurse with a robot, suddenly the 
machine is through into a situation 
where a rather dense set of moral 
situations develops continuously 
around the patients and caregivers. 
For instance, one might think that 
passing out medication could be 
easily automated by just modifying 
one of the existing mail delivery 
robots in use in offices around the 
world. But there is a significant dif-
ference in that a small error in mail 
delivery is just an inconvenience, 
whereas a mistake in medication 
could be lethal. Suppose we could 
make a fool proof delivery system 
and get around the last objection, 
even then we have a more subtle 
problem. Patients in a hospital or 
nursing home often tire of the prod-
ding, poking, testing and constant 
regimen of medication. They can 
easily come to resist or even resent 
their caregivers. So, a machine 
dropped into this situation would 
have to be able to not only get the 
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right medication to the right patient 
but then will need to also engage 
the patient in a conversation to try 
to convince him or her that it is in-
terested in the well being of the 
patient and wants only what is best 
for him or her, listen attentively and 
caringly to the patients concerns 
and then hopefully convince the 
patient to take the medication. We 
can see that this simple task is im-
bedded into a very complex and 
nuanced moral situation that will 
greatly task any known technology 
we have to implement general mo-
ral intelligence. Therefore I think the 
medical assistant sector of robotics 
will not reach its full potential until 
some sort of general moral reason-
ing system is developed. 

A lot of the challenges concerning 
the use of robots in society seem to 
stem from the question of robot 
autonomy and especially from the 
question of robots possibly becom-
ing moral agents. Where do you 
see the main challenges in this 
field? 

This is a great question and I have 
much to say about it. I have a com-
plete technical argument which can 
be found in the chapter I wrote on 
Artificial Moral Agency in Techno-
ethics, in the Handbook of Re-
search on Technoethics Volume 
one, edited by Rocci Luppicini and 
Rebecca Addell. But I will try to 
distil that argument here. The pri-
mary challenge is that no traditional 

ethical theory has ever given seri-
ous concern to even non human 
moral agents, such as animals, 
much less artificial moral agents 
such as robots, ALife, or AI, so we 
are existing in a conceptual void 
and thus most traditional ethicists 
and theologians would find the con-
cept unthinkable or even foolish. I 
think it is important to challenge this 
standard moral certainty that hu-
mans are the only thing that count 
as moral agents and instead enter-
tain the notion that it is possible, 
and in fact desirable, to admit non-
humans and even artefacts into the 
club of entities worthy of moral con-
cern. If you will allow me to quote 
myself from the work I cited above, 
“…briefly put, if technoethics makes 
the claim that ethics is, or can be, a 
branch of technology, then it is pos-
sible to argue that technologies 
could be created that are autono-
mous technoethical agents, artificial 
agents that have moral worth and 
responsibilities – artificial moral 
agents.” 

Let me explain myself a bit more 
clearly. Every ethical theory presup-
poses that the agents in the pro-
posed system are persons who have 
the capacity to reason about moral-
ity, cause and effect, and value. But I 
don’t see the necessity in requiring 
personhood, wouldn’t the capacity to 
reason on morality, cause and ef-
fect, and value, be enough for an 
entity to count as a moral agent? 
And further, you probably do not 
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even need that to count as an entity 
worthy of moral concern, a “moral 
patient” as these things are often 
referred to in the technical literature. 
So, for me a thing just needs to be 
novel and/or irreplaceable to be a 
moral patient, that would include 
lots of things such as animals, eco-
systems, business systems, art-
work, intellectual property, some 
software systems, etc. When it co-
mes to moral agency the require-
ments are a little more restrictive. 
To be an artificial moral agent the 
system must display autonomy, 
intentionality, and responsibility. I 
know those words have different 
meaning for different people but by 
“autonomy” I do not mean possess-
ing of complete capacity for free will 
but instead I just mean that the 
system is making decisions for it-
self. My requirements of intentional-
ity are similar in that I simply mean 
that the system has to have some 
intention to shape or alter the situa-
tion it is in. And finally the system 
has to have some moral responsi-
bility delegated to it. When all of 
these are in place in an artificial 
system it is indeed an artificial 
moral agent. 

If we speak about a moral judge-
ment made by a machine or artifi-
cial life-form, what would be the 
impact of this on society and human 
self-conception? 

There are many examples of how it 
might turn out badly to be found 

throughout science fiction. But I do 
not think any of those scenarios are 
going to fully realize themselves. I 
believe this could be a very positive 
experience if we do it correctly. 
Right now, the research in moral 
cognition suggests that human mo-
ral agents make their decisions 
based largely on emotion, guided 
by some general notions acquired 
from religion or the ethical norms of 
their culture, and then they con-
struct from these influences their 
exhibited behaviour. Working on 
artificial moral agents will force us 
to build a system that can more 
rationally justify its actions. If we are 
successful, then our artificial moral 
agents might be able to teach us 
how to be more ethical ourselves. 
We are taking on a great responsi-
bility, as the intelligent designers of 
these systems it is ultimately our 
responsibility to make sure they are 
fully functioning and capable moral 
agents. If we can’t do that we 
shouldn’t try to build them.  

We are not guaranteed success in 
this endeavour, we might also build 
systems that are amoral and that 
actively work to change the way we 
perceive the world, thus striping 
ourselves of the requirements of 
moral agency. This is what I am 
working to help us avoid.  

You have argued that telerobotic 
systems change the way we per-
ceive the situation we are in and 
that this factor and its effect on 
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warfare is insufficiently addressed. 
Where do you see the main ethical 
challenges of this effect and what 
could be done to solve or at least 
mitigate these problems? 

The main issue is what I call telepis-
temological distancing: how does 
looking at the world through a robot 
colour one’s beliefs about the 
world? A technology like a telero-
botic drone is not epistemically 
passive as a traditional set of bin-
oculars would be. The systems of 
which the drone and pilot are part of 
are active, with sensors and sys-
tems that look for, and pre-process, 
information for the human opera-
tors’ consumption. These systems 
are tasked with finding enemy 
agents who are actively trying to 
deceive it in an environment filled 
with other friendly and/or neutral 
agents, this is hard enough for just 
general reconnaissance operations 
but when these systems are armed 
and targets are engaged this obvi-
ously becomes a monumental prob-
lem that will tax our telepistemologi-
cal systems to the limit. It does not 
stop there, once the images enter 
into the mind of the operator or 
soldier, a myriad social, political, 
and ethical prejudgments may col-
our the image that has been per-
ceived with further epistemic noise.  

As we can see, there are two loci of 
epistemic noise; 1) the technologi-
cal medium the message is con-
tained in and 2) the preconditioning 

of the agent receiving the message. 
So, if we are to solve or mitigate 
these problems they have to be 
approached from both of these 
directions. First, the technological 
medium must not obscure informa-
tion needed to make proper ethical 
decisions. I am not convinced that 
the systems in use today do that so 
I feel we should back off in using 
armed drones. The preconditioning 
of the operator is a much harder 
problem. Today’s soldiers are from 
the X-Box generation and as such 
come into the situation already quite 
desensitized to violence and not at 
all habituated to the high level of 
professionalism needed to follow 
the strict dictates of the various 
ROEs, LOW, or Just War theory. A 
recent report by the US Surgeon 
General where US Marines and 
Soldiers were interviewed after 
returning home from combat opera-
tions in the Middle East suggests 
that even highly trained soldiers 
have a very pragmatic attitude to-
wards bending rules of engagement 
they may have been subject to. As 
it stands only officers receive any 
training in just war theory but dro-
nes are now regularly flown by non 
officers and even non military per-
sonnel such as the operations flown 
by the CIA in the US, so I am wor-
ried that the pilots themselves are 
not provided with the cognitive tools 
they need to make just decisions. 
To mitigate this we need better 
training and very close command 
and control maintained on these 
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technologies and we should think 
long and hard before giving covert 
air strike capabilities to agencies 
with little or no public accountability. 

As far as CIA UAV operations are 
concerned, one can witness a con-
tinuous increase. As you mentioned 
there are various problems con-
nected with them. To single out just 
one: do you think the problem with 
the accountability of the actions –
 i.e. the question of the locus of 
responsibility – could be solved in 
an adequate manner?  

This is a very hard problem that 
puts a lot of stress on just war the-
ory. A minimal criteria for a just 
action in war, is obviously that it be 
an action accomplished in the con-
text of a war. If it is, then we can 
use just war theory and the law of 
war to try to make some sense of 
the action and determine if it is a 
legal and/or moral action. In situa-
tions where a telerobot is used to 
project lethal force against a target, 
it is not clear whether the actions 
are acts of war or not. Typically, the 
missions that are flown by intelli-
gence agencies like the CIA are 
flown over territory that is not part of 
the overall conflict. The “War on 
Terror” can spill out into shadowy 
government operators engaging an 
ill defined set of enemy combatants 
anywhere on the globe that they 
happen to be. When this new layer 
of difficulties is added to the others I 
have mentioned in this interview, 

one is left with a very morally sus-
pect situation. As an example we 
can look at the successful predator 
strike against Abu Ali al-Harithi in 
Yemen back in 2002. This was the 
first high profile terrorist target en-
gaged successfully by intelligence 
operatives using this technology. 
This act was widely applauded in 
the US but was uncomfortably re-
ceived elsewhere in the world, even 
by those other countries that are 
allied in the war on terror. Since this 
time the use of armed drones has 
become the method of choice in 
finding and eliminating suspected 
terrorists who seek sanctuary in 
countries like Pakistan, Yemen, 
Sudan, Palestine, etc. It is politically 
expedient because no human intel-
ligence agency agents are at risk 
and the drone can loiter high and 
unseen for many hours waiting for 
the target to emerge. But this can 
cause wars such as these to turn 
the entire planet into a potential 
battlefield while putting civilians at 
risk who are completely unaware 
that they are anywhere near a po-
tential fire-fight. While I can easily 
see the pragmatic reasons for con-
ducting these strikes, there is no 
way they can be morally justified 
because you have a non military 
entity using lethal force that has 
caused the death and maiming of 
civilians from countries that are not 
at war with the aggressor. I am 
amazed that there has not been 
sharp criticism of this behaviour in 
international settings.  
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Negotiations and treaties will no 
doubt be needed to create specific 
rules of engagement and laws of 
war to cover this growing area of 
conflict. Yet, even if the major 
players can agree on rules of en-
gagement and laws for the use of 
drones that does not necessarily 
mean the rules and laws obtained 
will be ethically justified. To do 
that we have to operate this tech-
nology in such a way that we re-
spect the self determination of the 
countries they are operated in so 
that we do not spread the conflict 
to new territories, and we must 
use them with the double intention 
of hitting only confirmed military 
targets and in such a way that no 
civilians are intentionally or collat-
erally harmed. I would personally 
also suggest that these missions 
be flown by trained military per-
sonnel so that there is a clear 
chain of responsibility for any le-
thal force used. Without these 
precautions we will see more and 
more adventurous use of these 
weapons systems. 

One of the problems you have iden-
tified in UAV piloting is, that there is 
a tendency for these to be con-
trolled not only by trained pilots, 
typically officers with in-depth mili-
tary training, but also by younger 
enlisted men. Also do you see the 
future possibility to contract UAV 
piloting to civil operators? What 
would be the main challenges in 
these cases and what kind of spe-

cial training would you think would 
be necessary for these UAV opera-
tors?  

Yes, there is a wide variety of UAVs 
in operation today. Many of them do 
not require much training to use so 
we are seeing a trend emerging 
where there are piloted by younger 
war fighters. Personally, I prefer 
that we maintain the tradition of 
officer training for pilots but if that is 
impossible and we are going to 
continue to use enlisted persons, 
then these drone pilots must be 
adequately trained in the ethical 
challenges peculiar to these tech-
nologies so they can make the right 
decisions when faced by them in 
combat situations. 

Since the larger and more complex 
aircraft like the Predator and Rap-
tor, are typically piloted from loca-
tions many thousands of miles 
away, it is quite probable that civil 
contractors might be employed to 
fly these missions. That eventuality 
must be avoided, at least when it 
comes to the use of lethal force in 
combat missions. The world does 
not need a stealthy telerobotic mer-
cenary air force. But, if we can 
avoid that, I do think there is a place 
for this technology to be used in a 
civil setting. For instance, just re-
cently a Raptor drone was diverted 
from combat operations in Afghani-
stan and used to help locate survi-
vors of the earthquake in Haiti. Cer-
tainly, that is a job that civil pilots 
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could do. Also, these machines are 
useful for scientific research, fire 
patrols, law enforcement, etc. All of 
which are missions that would be 
appropriate for civilians to accom-
plish. The ethical issues here are 
primarily those of privacy protection, 
expansion of the surveillance soci-
ety, and accident prevention. With 
that in mind, I would hope that civil 
aviation authorities would work to 
regulate the potential abuses repre-
sented by these new systems.  

Regarding the impact of telerobotic 
weapon systems on warfare, where 
do you see the main challenges in 
the field of just war theory and how 
should the armed forces respond to 
these challenges? 

Just war theory is by no means 
uncontroversial but I use it since 
there are no rival theories that can 
do a better job than just war theory 
even with its flaws. It is, of course, 
preferable to resolve political differ-
ences through diplomacy and cul-
tural exchange, but I do think that if 
conflict is inevitable, we must at-
tempt to fight only just wars and 
propagate those wars in an ethical 
manner. If we can assume our war 
is just, then in order for a weapons 
system to be used ethically in that 
conflict, it must be rationally and 
consciously controlled towards just 
end results.  

Telerobotic weapons systems im-
pact our ability to fight just wars in 

the following ways. First they seem 
to be contributing to what I call the 
normalization of warfare. Telerobots 
contribute to the acceptance of 
warfare as a normal part of every-
day life. These systems can be 
controlled from across the globe so 
pilots living in Las Vegas can work 
a shift fighting the war in the Middle 
East and then drive home and 
spend time with the family. While 
this may seem like it is preferable, I 
think it subtly moves combat into a 
normal everyday activity in direct 
confrontation with just war theory 
that demands that warfare be a 
special circumstance that is propa-
gated only in an effort to quickly 
return to peaceful relations. Also, 
telerobots contribute to the myth of 
surgical warfare and limit our ability 
to view one’s enemies as fellow 
moral agents. That last bit is often 
hard for people to understand, but 
moral agents have to be given spe-
cial regard even when they are your 
enemy. Just war attempts to seek a 
quick and efficient end to hostilities 
and return to a point where the 
enemy combatants can again re-
spect one another’s moral worth. 
For instance, look how many of the 
European belligerents in WWII are 
now closely allied with each other. 
The way one conducts hostilities 
must not be done in a way that 
prevents future cooperation. Tel-
erobotic weapons seem to be doing 
just the opposite. The victims of 
these weapons have claimed that 
they are cowardly and that far from 
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being surgical, they create devas-
tating civilian casualties. These 
allegations may or may not be true, 
but they are the image that much of 
the world has of those countries 
that are using these weapons fan-
ning the flames of intergenerational 
hatred between cultures. 

So what you are saying is, that the 
current method of using UAVs 
might actually endanger one of the 
principles of just war theory, the 
probability of obtaining a lasting 
peace (iustus finis), in other words 
the short term military achieve-
ments might curb the long term 
goals of peace?  

Yes, that is exactly right. People 
who have had this technology used 
against them are unlikely to forgive 
or reconcile. When these technolo-
gies are used to strike in areas that 
are not combat zones they tend to 
fan the flames of future conflict 
even if they might have succeeded 
in eliminating a current threat. This 
can cause a state of perpetual war-
fare or greatly exacerbate one that 
is already well underway. For in-
stance, we can see that the use of 
remote controlled bombs, missiles 
and drones by both sides of the 
conflict in Palestine are not ending 
the fight but are instead building 
that conflict to new highs of vio-
lence.  

The armed forces should respond 
to this by understanding the long-

term political costs that come with 
short-term political expediency. 
Right now, a drone strike that cau-
ses civilian casualties hardly raises 
concern in the home audience. But 
in the rest of the world it is a source 
of great unease. It is also important 
to resist the temptation to normalize 
telerobotic combat operations. I 
would suggest backing off on using 
these weapons for delivery of lethal 
force and move back to reconnais-
sance missions. And yes, I do know 
that that will never happen, but at 
least we should use these weapons 
only under tight scrutiny, in declared 
combat zones, with the intent both 
to justly propagate the conflict and 
eliminate non combatant casualties. 

One question connected to the 
normalization of warfare through 
telerobotics, is the so called shift-
work fighting. Where do you see the 
main challenges in the blending of 
war and civilian life and how could 
this be countered? 

I need to be careful here so that I 
am not misunderstood. I do under-
stand that these technologies take 
the war fighters that would have 
had to risk their own lives in these 
missions out of danger and put in 
their place an easily replaceable 
machine. That is a moral good. But 
what I want to emphasize is that it 
is not an unequivocal good. Even if 
our people are not getting hurt, 
there will be real human agents on 
the other end of the cross hairs. 



 166 

Making a shoot or don’t shoot de-
cision is one of the most profound 
a moral agent can be called on to 
make. It can not be done in an 
unthinking or business-as-usual 
way. When we blend war fighting 
with daily life we remove these 
decisions form the special moral 
territory they inhabit in just war 
theory and replace it with the much 
more casual and pragmatic world 
of daily life. Realistically I do not 
think there is anyway to counter 
this trend. It is politically expedient 
from the viewpoint of the com-
manders, it is preferable to the 
individual war fighters, and there 
does not seem to be any interna-
tional will to challenge the coun-
tries that are using UAVs in this 
way. As the technology advances 
we will see more and more naval 
craft and armoured fighting vehi-
cles operated teleroboticaly and 
semi autonomously as well. For 
instance, this is a major plank of 
the future warfare planning in 
America and quite a bit of money is 
being directed at making it a real-
ity. It is my hope though, that these 
planners will take some of these 
critiques seriously and work to 
keep the operators of these future 
machines as well trained and pro-
fessional as possible and that they 
operate them with no cognitive 
dissonance. By that I mean the 
operators should be well aware 
that they are operating lethal ma-
chinery in a war zone and that it is 
not just another day at the office. 

I understand, that in your speech at 
the IEEE International Conference 
on Robotics and Automation 2009 
in Kobe, you have also presented 
recommendations for the use of 
telerobotic weapon systems. What 
should be our top priority at the 
moment? 

The Conference in Kobe was very 
interesting. Roboticists such as 
Ronald Arkin are working hard on 
designing systems that will act like 
“ethical governors” in the hope that 
future autonomous and semi auto-
nomous military robots will be able 
to behave more ethically than hu-
mans do in combat situations. I 
believe the top priority right now 
should be to tackle this idea seri-
ously so we can make sure that 
these ethical governors are more 
than just an idea but an actual 
functioning part of new systems. 
The main sticking point right now is 
that at least theoretically, a system 
with a functioning ethical governor 
would refuse orders that it deemed 
unethical, and this is proving to be 
a difficult technology to sell. If I can 
be permitted one more top priority 
it would be to investigate some of 
the claims I have made to provide 
more detailed information. Is tele-
pistemological distancing real? Do 
drone pilots view the war as just a 
kind of super realistic video game? 
The military has the funds and 
personnel to carry out these stud-
ies and without this data we cannot 
rationally and consciously use 
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these weapons and therefore can-
not use them ethically. 

To mitigate the most detrimental 
negative effects of telepistemologi-
cal distancing, there are five as-
pects one might consider: 
1) Constant attention must be paid 

to the design of the remote sens-
ing capabilities of the weapon 
system. Not only should target in-
formation be displayed but also 
information relevant to making 
ethical decisions must not be fil-
tered out. Human agents must be 
easily identified as human and 
not objectified by the mediation of 
the sensors and their displays to 
the operator. If this is impossible, 
then the machine should not be 
operated as a weapon. 

2)  A moral agent must be in full 
control of the weapon at all times. 
This cannot be just limited to an 
abort button. Every aspect of the 
shoot or don’t shoot decision 
must pass through a moral agent. 
Note, I am not ruling out the pos-
sibility that that agent may not be 
human. An artificial moral agent 
(AMA) would suffice. It is also 
important to note that AMAs that 
can intelligently make these deci-
sions are a long ways off. Until 
then, if it is impossible to keep a 
human in the decision loop, then 
these machines must not be 
used as weapons.  

3) Since the operator his or herself 
is a source of epistemic noise, it 
matters a great deal whether or 

not that person has been fully 
trained in just war theory. Since 
only officers are currently trained 
in this, then only officers should 
be controlling armed telerobots. 
If this is impossible, then these 
machines should not be used as 
weapons. 

4) These weapons must not be 
used in any way that normalizes 
or trivializes war or its conse-
quences. Thus shift-work fight-
ing should be avoided. Placing 
telerobotic weapons control cen-
tres near civilian populations 
must be avoided in that it is a le-
gitimate military target and any-
one near it is in danger from mili-
tary or terrorist retaliation.  

5) These weapons must never be 
used in such a way that will pro-
long or intensify the hatred in-
duced by the conflict. They are 
used ethically if and only if they 
contribute to a quick return to 
peaceful relations. 
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Roger F. Gay: 
A Developer’s Perspective 
 
How and why did you get into the 
field of robotics, how has it changed 
in the last ten years, and what are 
the goals of your company? 

I did not get involved in robotics 
until 2003 or 2004 while looking for 
applications of some ideas I had 
about improving AI in the 1980s. 
The problems I addressed back 
then were still with us in 2004 and I 
noticed that the technology avail-
able now makes application of my 
old ideas much easier; thus, com-
mercially interesting. Helping to 
make robot systems work better 
and to make robots smarter see-
med a logical place to start. My 
direct participation in the robotics 
industry started with my association 
with Peter Nordin, whose work in AI 
and learning systems lies at the 
heart of our commercial activities. 
Much of my work since then has 
been devoted to business develop-
ment, although I have been in-
volved in conceptualization and 
some high-level design. Such a fate 
awaits many engineers after a cer-
tain age. 

It is clear that a great deal has hap-
pened in the past 10 years. iRobot’s 
famous autonomous vacuum swee-
per, Roomba only came on the 

market in 2002 and the company 
went public in 2005 due to its over-
whelming success. I’m sure this will 
be part of the historians’ account of 
robot history – a major turning point 
for the industry. Analysts have been 
saying that the robotics industry will 
grow to be larger than the automo-
tive industry. I’m one of the greater 
optimists who thinks that we don’t 
need to wait too long to see that 
happen. 

Many of the mobile robots in use 
today are still largely controlled 
remotely by human operators. In 
activities such as mine clearing and 
some surveillance work, they are 
tools that allow workers to keep 
their distance while doing danger-
ous jobs. Over the past 10 years, 
governments around the world have 
been pouring a great deal of in-
vestment into robotics research, 
initially driven and still with heavy 
involvement from the military. This 
was well-timed and has resulted in 
steady progress in the related sci-
ence and technology. Particularly 
when it comes to progress in the 
technology for making robots smar-
ter and capable of performing a 
greater range of tasks, even insid-
ers who shouldn’t be surprised can-
not help but be a little amazed. It 
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seems to me that the expanding 
public interest in robot ethics is a 
direct result of this rapid progress. 
There are various estimates about 
how fast progress will occur in the 
future – how soon we’ll have certain 
kinds of intelligent robots in our 
living rooms etc. – but whether or 
not such progress will occur seems 
now only debatable at the outer-
most fringes. 

The Institute of Robotics in Scan-
dinavia AB (iRobis) served as a 
technology transfer unit that 
brought Peter’s work and that of 
others out of university laborato-
ries and into first commercial form 
for complete robot software sys-
tems development. Peter and I are 
now committed to putting the 
software in the hands of end-
product developers. This will likely 
involve a new company start-up. 
We face an educational challenge 
in that our software is used and 
performs much differently than 
traditional (“old-fashioned”) soft-
ware systems. Interest in learning 
systems and genetic programming 
in particular, including their appli-
cation in robotics has grown ex-
ponentially, which is helpful. Dur-
ing the last couple of years, some 
of the largest companies in the 
world have started R&D programs 
in the field. We also keep noticing 
a wealth of other possible applica-
tions for a powerful “cognitive” 
system. How much we can do is a 
matter of time and money. 

What are your goals for your cogni-
tive software system “Brainstorm”?  

One of our goals is to decide on a 
new name for the commercial prod-
uct. I’ll take advantage of any part of 
the readership that has maintained 
interest this far and ask that they 
may send suggestions if they wish. 

Our initial vision has been to pro-
vide an advanced learning and 
adaptive software system for ro-
bots. We will provide that to com-
panies that want to create robots 
and take them to market. Our pri-
mary goal at this point is to get 
“Brainstorm” into the hands of end-
use developers. We can make ar-
rangements for training or even joint 
development efforts. In some spe-
cial cases, we may even be able to 
develop initial prototypes for poten-
tial customers. 

In the near term, I’ve mentioned that 
we have an educational goal to 
achieve. It’s still a little odd for many 
engineers and business decision-
makers go accept the idea of letting 
their robots learn behavior rather 
than having it rigidly programmed in 
line-by-line. It can also be difficult to 
imagine letting a machine adapt –
 change its behavior – while in opera-
tion (optional). What if its behavior 
changes in a bad way? I do not see 
fear of the technology in the people I 
speak with. But the approach is new 
to many of them and these are per-
fectly reasonable issues. The simple 
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answer – and there is one – is that 
it’s not yet time to fire all the engi-
neers. Although development can be 
much faster and robots smarter, it 
still takes capable people to design 
and develop and test before sending 
a product to market. Developers will 
still have much more than sufficient 
control over what is created, not just 
to assure product quality, but to use 
their own creative energies to pro-
duce useful and interesting ma-
chines. 

Much of the history of machine 
learning actually lies outside of 
robotics. Genetic programming 
(GP) in particular has been applied 
to many “thought” problems. For 
example, GP systems read Internet 
material and provide specialized 
summaries of interest to their users 
and have even created patentable 
inventions in electronics. This has 
created one of our nicer challenges, 
although it still is an educational 
challenge. When we first tell people 
about our robotics software, they 
often want to know what specific 
tasks it has been developed to per-
form. I often respond by asking –
 what do you want it to do? In the 
world of traditional robotics, where 
advanced behavior can take years 
to develop, this can seem like an 
odd question. We are crossing a 
threshold from a situation in which 
technical capabilities drive product 
development decisions to one in 
which we are ready to ask what 
people want. 

How can we imagine “genetic pro-
gramming”? What is it used for in 
the development of robots? What is 
the difference to other approaches 
of AI programming? 

The idea was taken from the con-
cept of evolution. In the genetic 
programming approach (GP), a 
“population” of programs is cre-
ated. All the programs run, and 
feedback is used to measure per-
formance. The best performers are 
allowed to “survive” and are modi-
fied by processes that were in-
spired by genetics. One of them is 
a recombination of elements of two 
“parent” programs into a single 
child program. Just enough ran-
dom changes are made to keep 
the possibilities open. This ap-
proach has been quite successful 
in guiding improvement in each 
successive generation, which is 
one of the reasons it is practical for 
use in the real world. Randomly 
creating and testing all possible 
programs for example, until one 
that does what you want it to do is 
created, would be impractical. 

It is a very powerful technical ap-
proach. It is used to create “Turing 
complete” programs, which is to say 
that there are no logical limitations 
to the programs that can be cre-
ated. It is capable of creating “arbi-
trarily complex” programs – in a 
good way. That is, there are no 
limitations on the complexity of the 
program that is needed. 



 172 

Peter Nordin has been a pioneer in 
genetic programming for decades 
and much of his work is related to 
robotics. Starting in the 1990s, he 
had the opportunity to consolidate 
this effort in The Humanoid Project 
at Chalmers University in Sweden. 
One of the developments was the 
basic architecture for GP robotics 
software systems used in Brain-
storm. Brainstorm is not simply a 
GP processing engine. It is the 
mind of a robot, capable of dealing 
with many things. It consists of sev-
eral layers to deal rapidly and di-
rectly with low-level processing 
through higher level “thinking” and 
problem-solving processes. Built-in 
simulation allows the GP system to 
build and test its programs without 
physically carrying out tasks. It can 
first imagine how it will do some-
thing before doing it. (This also 
means that robots do not need to 
physically perform through genera-
tions of populations of programs to 
produce a working one.) 

Within The Humanoid Project, GP 
was applied in hundreds of robot 
projects on a variety of hardware 
platforms. Humanoid robots learned 
to walk, four-wheeled robots lear-
ned to drive themselves, the world’s 
first flapping wing robot took flight. 
A four-legged robot learned to walk, 
broke a leg, and automatically lear-
ned to walk efficiently with three 
legs. Robots have learned hand-
eye coordination, grasping move-
ments, to mimic human behavior, 

and to navigate, among other 
things. Higher level cognitive proc-
esses take care of such tasks as 
planning, evaluating safety, and 
problem solving.  

GP is the only approach capable of 
producing arbitrarily complex, Tur-
ing complete programs. Brainstorm 
is the first robotics software system 
to carry the label “complete cogni-
tive system.” When we install Brain-
storm on a robot (notice I don’t 
mention a specific physical type of 
robot), it learns about itself, learns 
to move, and wanders through its 
environment learning about it as it 
goes. By knowing about itself and 
its environment, it is able to first 
determine how to deal with its envi-
ronment and then carry out the 
programming that has been created 
in its own imagination. 

Where are the major differences 
between your work and other ap-
proaches like the artificial brain 
projects, which also use evolution-
ary algorithms? 

I do not know a lot about the artifi-
cial brain projects. From the name, 
and what I have read, it seems 
clear that we are much less inter-
ested in modeling the brain. Our 
interest is in a working robotic mind 
instead; a cognitive system for ma-
chines. There can be some inciden-
tal overlap in structure because 
nature is often quite logical in its 
designs, but modeling the brain is 
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not our goal. I’ve heard some good 
things about some of the brain pro-
jects. There are some very smart 
people involved. But, I think even by 
their estimates, it will be a very long 
time before a functional artificial 
humanoid brain exists.  

I should also mention that from the 
time of Darwin to the present day, 
some very smart people have theo-
rized that our minds might use an 
evolutionary process when we 
think. People naturally rationalize. 
Thoughts that don’t make sense do 
not survive (even if they’re right). 
Thoughts emerge that make sense 
to the person doing the thinking 
(even when they’re wrong). For 
simpler things this process seems 
effortless – or at least to some ex-
tent it is “subconscious.” In higher-
level problem solving, you might be 
aware of simpler ideas growing in 
complexity as they are examined in 
your imagination. You consciously 
discard ideas that seem like they 
won’t work and add ideas that 
might. 

Could genetic programming be a 
step towards a recursive self-
improving artificial intelligence 
(Seed AI)?  

Yes, I think so. I do not sense at 
present, any general consensus on 
what a step toward strong AI is sup-
posed to look like, but since it hasn’t 
happened yet, I think the floor is still 
open to the widest range of opinion. 

In GP, we still tell the system what 
we want it to do – at least how to 
measure results. This is the basis for 
determining whether a program is 
better or worse than others – which 
survive and which perish. Above, I 
stated that engineers still control the 
character and quality of the results. 
The specification of what results are 
considered good is a very important 
part of that control. This is a valuable 
characteristic of the software for 
companies that want to assure that 
their robots aren’t going to go out of 
control or start a rebellion and try to 
take over the world, etc. The current 
necessity of it is also one of those 
things that seem to put a wall be-
tween where the technology is and 
strong AI. 

At this point I suppose I should 
repeat that I’m one of the greater 
optimists. The interaction between 
design and evolution fascinates me. 
There are some interesting ways for 
GP to infer logic from examples and 
other input techniques being 
brought into the mix, like showing a 
robot what you want and teaching it 
words (and concepts). It makes 
sense to me that expansion of the 
information sources robots can use 
and the ways in which they learn 
combined with GP’s ability to create 
new will lead to something more 
than the sum of the parts. Yes – I 
think GP is a step. 

What impact could genetic pro-
gramming have on complex artificial 



 174 

intelligence in the field where robots 
act as moral agents and are con-
fronted with ethical decision-
making? 

There is a very optimistic discussion 
on using GP to approach robot 
ethics in Wallach and Allen’s book, 
Moral Machines: Teaching Robots 
Right from Wrong. They describe a 
“top down” plus “bottom up” strat-
egy in their thoughts about how 
autonomous moral agents might 
develop. Using GP, this involves the 
interaction between design and 
evolution that fascinates me. We 
have the possibility of experiment-
ing with different philosophies of 
morality and to combine them, let-
ting the robot evolve its own way of 
responding to moral issues. The 
“top-down” part is in the fitness 
functions, the programs that are 
designed to measure performance. 
This is our way of specifying good 
and bad. 

We have already demonstrated the 
use of our system in evolving safe 
behavior. This implies that we’re 
already in the field of ethics. Some 
“textbook” ethical questions involve 
the operation of a machine that puts 
human life in danger. Instead of 
asking what the human driver or 
observers should do, we let the 
software evolve its own reaction. 
We haven’t tried any textbook ethi-
cal dilemmas yet, but we have loo-
ked into a robot’s imagination and 
watched it consider the sacrifice of 

a jeep and itself to dispose of a 
bomb. 

As I write this, a team is on its way to 
Barcelona to set-up and run an ex-
periment with Brainstorm aimed at 
setting a course toward designing 
autonomous moral agents. There is 
enough interest among us to have 
added the experiment to the tail end 
of a larger project. I would be very 
interested in seeing the work con-
tinue. Two graduate students are 
involved in the effort, which may lead 
to some interesting thesis results if 
they decide to keep this focus. 

The discussion around the Barce-
lona experiment has already be-
come quite interesting. How, for 
example, might the robot’s knowl-
edge of self in combination with its 
ability to imagine be used to im-
prove its moral judgments? Can we 
substitute a human model for the 
robot’s self to create a form of artifi-
cial empathy? From where we are 
now, I can easily imagine a mean-
ingful exploration in a larger fo-
cused project. 

UPDATE: At the end of the work 
done at iRobis, we were able to 
squeeze in an initial experiment in 
robot ethics even though our project 
was not specifically funded to do 
that. We used a REEM-B humanoid 
robot at Pal Robotics in Barcelona 
and provided software that allowed 
the robot to learn how to please the 
human it was interacting with. The 
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robot learned (rather than being 
programmed with the knowledge) to 
recognize a can of Coke (Coca-
Cola), that Coke will quench human 
thirst, and that it makes a person 
happy to receive one when they are 
thirsty. It created its own set of rules 
for pleasing someone based on that 
learned knowledge.  

The experiment was included in a 
Swedish documentary that provided 
a broader look at the robot ethics and 
RoboEthics discussion.1 Noel Shar-
key provided a pessimistic perspec-
tive against the demonstration and 
Peter Nordin’s positive vision. Unfor-
tunately, time ran out before the robot 
faced the planned ethical choice 
between providing a Coke to quench 
the human’s thirst and quenching its 
own thirst for electrical power.  

The experiment reinforced my opti-
mism about the short-term potential 
for advances in learning ethical 
behaviour. It was rather clear and 
simple, as initial experiments should 
be; especially when there is little 
time to do it all. And simple isn’t 
bad. Engineers face a lot of com-
plexity and a simple yet powerful 
idea is gold. In a very short time, a 
general engine for learning relation-
ships between its own behaviors 
and how humans are affected by it 
and applying the learned knowledge 
was created and demonstrated.  

What’s been demonstrated is a shift 
from the need for human program-

mers to develop and program the 
logic and knowledge required to 
create autonomous moral agents. It 
has been shown that there is a way 
for robots to learn about the effects 
of their behavior using simple de-
terminants for what is a good out-
come and a bad one. It seems to 
me that the case for optimism is 
extremely clear and concrete. Ro-
bots can learn ethical behavior 
much the way humans do; with the 
advantage of learning ethics in con-
trolled circumstances and being 
tested sufficiently to assure the 
quality of outcomes. 

As I explained above, the GP learn-
ing approach is Turing-complete 
and capable of producing arbitrarily 
complex programs. Logically, there 
is no practical limit to what can be 
accomplished. 

For the use in robots you have put 
forward an “ethical regulator 
mechanism”. How could such a 
system work? 

In Brainstorm Responds to Robot 
Ethics Challenge2, I describe some-
thing of the idea from the 1980s 
mentioned above, and its potential 
for application as an ethics regulator. 
I used a rather generic title for the 
idea – HLL (High Level Logic). It was 
initially envisioned as a concept for 
creation of more powerful expert 
systems and was a few years ago 
suggested to a large number of AI 
scientists and roboticists as having 
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potential for development of a stan-
dard component for many AI sys-
tems, including autonomous robots.  

HLL includes “experts”, manager(s), 
and at least one executive related in 
a hierarchy similar to many human 
organizations. Executives set goals 
and assign them to managers. Ma-
nagers formulate plans and have 
the authority to approve or disap-
prove actions. Both executives and 
managers have specific responsi-
bilities in formulating and controlling 
acceptable behavior. Experts with 
specialized knowledge can play a 
supportive role involving details, 
such as whether an action would 
violate the Geneva Convention. 

HLL also provides a structured 
approach to robot-robot and robot-
human interaction. For example, a 
human commander could modify a 
robot’s executive orders and then 
allow the robot to carry out the 
orders autonomously. Given the 
same structure in a group of ro-
bots, it was easy to imagine execu-
tives assigning tasks to other ro-
bots – chain of command. Each 
robot’s own executive would be 
aware of the robot’s capabilities, 
which could include sufficiency in 
ethics related to a particular com-
mand. In this way, an individual 
robot’s executive could potentially 
refuse to carry out an order when it 
is incapable of properly performing 
the task; instantly informing com-
manders that another decision is 

needed. A structured approach to 
sharing knowledge specifically as 
needed, automatically, is also in 
the vision.  

There were plans to build HLL and 
integrate it with Brainstorm during a 
project that is now at its end. About 
the time the project started how-
ever, Microsoft offered its robotics 
development kit and the technical 
team decided to start by using it to 
deal with some of the lower level 
and service oriented mechanisms 
that HLL would have provided. Pe-
ter Nordin’s initial design already 
included high level processing in 
ways that nicely integrated with or 
directly use GP processing. HLL got 
shifted off the table. I built an initial 
prototype in 2007 that includes the 
basic structure. But so far it’s only 
been run independently with a very 
simple robot simulation.  

UPDATE: I have started a 6 month 
project that includes making HLL 
available in an Open-Source project. 
A cleaned up version of the simple 
prototype built at iRobis should be 
online by the end of August (2010) 
along with a description of desired 
improvements. The first offering will 
include a very (very) simple robot 
simulation. I hope it will one day be 
used in development of ethical proc-
essing. At least small demonstra-
tions should become very simple as 
the basic system matures. (Some 
simple demonstrations wouldn’t be 
terribly difficult from the start.) Of 
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course, it would also be quite nice to 
have HLL applying some learned 
ethical behavior as well. 

Do you think human society is rea-
dy for autonomous systems in their 
daily life? 

I’m sure that I want a washing ma-
chine to wash my cloths rather than 
doing it by hand. Same goes for the 
dishes. Better still if I don’t need to 
be involved in either activity. Let 
someone else do it, or some thing. 
Humans tend to put enormous effort 
into making life easier and I doubt 
acceptance will pose an insur-
mountable problem. I think history 
can tell us much about what prob-
lems we should expect. When in-
creased automation happens 
quickly for example, it can cause 
unemployment. But adjustments 
have always been made, smooth or 
not. When adjustments lead to 
higher paying jobs and lower prices, 
workers will run out and buy the 
new gadgets. Ask Henry Ford. Ask 
the stockholders in iRobot, which 
went public after only a few years 
due in part to acceptance of their 
autonomous vacuum sweepers and 
floor cleaners. In the broader view, I 
believe the age of robots will be 
welcomed by society in a fashion 
not unlike that of the acceptance of 
automobiles and computers. Aside 
from the particular benefits robots 
will provide, the potential for indus-
try is enormous. Society always 
seems to like it when economic 

times are good – and the quality of 
life benefits that brings. What we 
need are plenty of good robots at 
reasonable prices. 

Generally humans are less forgiving 
if machines make mistakes than if 
humans do. Will the human society 
be able to cope with robots which 
choose their actions according to 
their goal autonomously?  

I’m not sure that I agree with the 
question’s premise. Maybe it’s part-
ly because I’m an engineer. When I 
look at a cute, fuzzy little baby seal 
robot snuggling someone, I’m still 
very much aware of the machine 
parts and electronics that lie be-
neath the artificial skin. I could eas-
ily destroy a machine with the only 
consideration being cost verses 
benefit. Forgiveness isn’t much of 
an issue. Not so with a fellow hu-
man. Be that as it may, I believe 
human society will cope in one way 
or another. Even in the longer 
term – if we’re talking about –
 maybe even robots that are smar-
ter than we are. There will always 
be those among us who will work to 
solve problems rather than giving 
up. I can however imagine recalls to 
fix problems, such as with automo-
biles, and the possibility of “ground-
ing” robots until fixes are made – as 
well as investigations like the FAA 
conducts after airplane disasters. I 
also think manufactures will be 
aware of potential economic liabili-
ties, which – aside from our own 
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humanity – will help guide decisions 
about the products that are offered. 
Safety isn’t a new issue in design, 
manufacture, and sale of machines.  

The question of responsibility – who 
will be held responsible for actions 
of a (semi)autonomous robot? Is 
there a need for additional legisla-
tion? 

I’m a bit pessimistic about the pos-
sibility of additional legislation hav-
ing a positive effect (although I 
should mention that I don’t know 
much about Austrian law). I think 
the best guidance is to look at what 
is already established and by work-
ing with the understanding that 
robots are machines. In the near 
future, whether a manufacturer or 
an operator should be held respon-
sible depends on the details. What 
happened? In concrete circum-
stances, it should usually be much 
easier to determine who was at fault 
after something goes wrong. The 
difficulties will not be unlike those of 
centuries of liability cases in human 
history. Established precedents 
should still hold validity. The com-
mon law approach offers the benefit 
of dealing with new circumstances 
as they arise, based on a concrete 
view of what actually happened; 
whether a manufacturer delivered a 
faulty product, whether mainte-
nance was performed improperly, 
whether an informed operator cho-
se to take a risk, or whether some-
thing happened purely by acci-

dent – unpredictable and beyond 
human control. 

My view is seasoned by engineer-
ing experience. It is first principle in 
product development that we create 
things that people want. In most of 
my personal experience, this has 
always meant creating useful things 
on purpose. The path is still one of 
deciding what useful things we want 
robots to do, designing, building 
and testing products before they go 
to market. I understand that your 
question comes from consideration 
of future robots with behavior that is 
more truly autonomous. That gives 
rise to our interest in robot ethics. 
Optimistic as always, I believe the 
technology of ethics for robots can 
grow alongside increased auton-
omy. We should be looking at this 
as part of the equation for maintain-
ing a balance. 

A lot has been written on the use of 
robots in elderly care and in the 
entertainment industry mainly con-
cerning on how this will influence 
interpersonal relations. What do you 
think is the future of robots in and 
their impact on the human society? 

I’ve spent time as a hospital patient 
and wouldn’t rate it highly as a sti-
mulating social experience. Some 
of the stories I’ve heard about abu-
se of the elderly in care facilities 
make my teeth curl. I look forward 
to the day when robots can take 
over many routine duties and are 
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vigilant and capable enough to 
recognize when something is 
wrong. This is in some way an 
expansion on the idea of hooking 
people up to monitors, but may be 
less physically intrusive. This 
doesn’t mean that people in care 
should be entirely isolated except 
for contact with machines. Human 
specialists could focus more di-
rectly on social and psychological 
needs. I wouldn’t underestimate 
the positive value of psychological 
stimulation from machines, how-
ever. Benefits have been shown in 
controlled circumstances. We also 
need to use our imaginations to 
create benefits. Technology might 
for example, more reliably inform 
someone when a friend is going to 
a common area in an elderly care 
facility and wishes company. It 
could potentially keep family mem-
bers better informed about the 
state of their relatives in care. 
Again – an important question is –
 what do you want it to do? 

On a more general basis, what do 
you think about robots as moral 
agents? What is to be expected in 
the next decade? 

One can imagine robots standing 
motionless, doing nothing, in the 
presence of a human in need. So 
long as they are not causing the 
problem, there would be little dis-
tinction in this regard between the 
robot and an automobile or washing 
machine. It could be better of cour-

se, if robots were capable of helping 
people in need, even choosing to 
perform “heroic” acts to save a hu-
man from tragedy.  

As I said above, I think designing 
ethics into robots is part of the 
equation for balancing increasing 
autonomy. Put in human terms, 
greater autonomy should be bal-
anced with greater personal re-
sponsibility. As robots become 
more intelligent, more capable of 
“thinking” for themselves, we need 
mechanisms to control the quality of 
their decisions that are equal to the 
task. I take this as part of a design 
philosophy, separate from the issue 
whom courts hold liable when 
things go wrong. A manufacturer 
can be held liable for not including 
sufficient ethical safeguards in a 
robot’s design. 

Some aspects of moral behavior 
are obviously quite necessary. For 
example, if we want to build robots 
that are physically capable of kill-
ing and put them into domestic 
service, we don’t want them to go 
around killing people. In fact, we 
will very definitely want them to 
avoid behavior that could result in 
harm. We can’t build them as sim-
ple utilitarian creatures, single-
mindedly concerned about special-
ized tasks. If we did, we might end 
up with what is now only a sci-fi 
nightmare – robots disposing of 
living creatures because they get 
in the way.  
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Accurately predicting what will ac-
tually happen in the future, in a 
particular time period especially, is 
a lot harder than discussing what is 
possible. To a pretty large extent, 
what actually happens during the 
next 10 years will depend on who 
gets money to do what and how 
much. I will predict an increase in 
interest and funding for research of 
work on moral agents. This predic-
tion is based only in part on what I 
have said so far. I believe that re-
search into developing autonomous 
moral agents can yield a great deal 
of general value in the field of AI. 
After all, we use the same mind to 
process moral questions as we do 
others.  

In the field of military robots ethical 
questions have been raised. Some 
questions are tackling issues at 
hand other issues seem decades 
away. How do you see your role as 
a developer in this context? 

In modern design, we tend to create 
enabling technology – technology 
that can be used for the creation of 
numerous end-products for a vari-
ety of purposes. Brainstorm, and 
GP technology generally, is an ad-
vanced example. If you build a fit-
ness function specifying what you 
want to happen, a program can 
automatically be built to do it. We 
intend to put this technology in the 
hands of end-product developers, 
where final decisions about product 
design will be out of our control. I 

would be more than happy to in-
clude the best tools for ethics in the 
development package. Our present 
effort focuses on the use of existing 
Brainstorm technology and demon-
strating fitness functions for ethical 
decision making. Expanding even 
just this effort would be of value. I 
have noticed over my years in the 
software industry, the rapid adop-
tion of solutions presented as ex-
amples in software tutorials. Aside 
from the research value in doing the 
work, the more examples we can 
produce, the better. 

I also appreciate being able to ad-
dress your questions, whatever they 
may be. The interest in interdiscipli-
nary discussions regarding robot 
ethics is quite beneficial in my opin-
ion. I am pleased to participate. 

It has been argued that, if properly 
programmed, robots could behave 
more ethically than human soldiers 
on the battlefield. How can we 
imagine something like a machine 
readable copy of the Geneva Con-
vention? 

Not all weapon systems should be 
measured against human perform-
ance. I read an argument recently 
regarding an autonomous delivery 
system, capable of completing a 
bombing mission on its own. Al-
though the record is not perfect, 
smart technologies have been bet-
ter at finding and hitting military 
targets with less incidental damage. 
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There is a larger set of considera-
tions to this case, but my point here 
is that system performance should 
be compared to appropriate alterna-
tives.  

But let’s consider, hypothetically at 
least, a goal of building an ultimate 
autonomous humanoid soldier. We 
want this breed to obey the Con-
ventions rather than being a Termi-
nator type robot that decides to 
wipe out the human race. They 
might even play an important role in 
United Nations peace keeping mis-
sions. If they’re going to think for 
themselves and decide actions 
related to the Conventions, then 
they will need to have knowledge of 
the rules of the Conventions, one 
way or another. Somewhere in the 
chain of research and development, 
this knowledge needs to get into a 
form that machines can use. 

The suggestion made in my article 
assumes that putting Geneva Con-
ventions in machine readable form 
is not a complex undertaking. Ba-
sed on the parts I am familiar with, it 
does not appear that it would be. 
Neither would formulating rules that 
computers could process. 

The greater technical challenge is in 
getting the robot to recognize cir-
cumstances well enough to reliably 
apply the rules. For example: Can a 
robot distinguish between a green 
military uniform and green civilian 
clothing? What if combatants on the 

other side dress to blend with the 
civilian population? Can it distin-
guish between a combatant ready 
to fight and one who is surrender-
ing? The challenges have led to 
suggestions that robots capable of 
autonomous behavior should be 
banned from combat roles – where 
they could replace human combat-
ants. 

There are many possibilities for 
autonomous and semi-autonomous 
machines that are more limited in 
their capabilities than an ultimate 
humanoid soldier. What approach 
can be taken to create efficient and 
objective criteria to assure that au-
tonomy is sufficiently ethical? (“Effi-
cient” in form for real-world use.) 

What we need is a systematic ap-
proach that integrates development 
of robot ethics capabilities directly 
with the flow of R&D work on auto-
nomy. My idea for immediate use of 
machine-readable Conventions is 
rather basic, involving just the sort 
of thing that R&D engineers often 
do. Build, test, and focus engineer-
ing effort on solvable even if chal-
lenging problems. Continue re-
search in areas where solutions are 
still farther out. Is the robot’s per-
formance better, worse, or equal to 
human performance? Keep track of 
the roles and circumstances that 
can be supported technically, in 
view of the Conventions. Maintain a 
balance between measurable tech-
nical capabilities and the roles and 
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circumstances of autonomous ma-
chine behavior in deployment. 

I have imagined an Open / Open 
Source project that would first focus 
effort on creating a basic or generic 
(sort of) machine-readable encod-
ing of the Conventions. What I 
mean is that it should not be geared 
especially toward any particular 
processing system. Developers 
should be able to use it efficiently 
while making their own choices 
regarding how the data is proc-
essed and how it is used. One team 
might choose a rule processing 
system while another may use it in 
conjunction with a learning system. 
It could also be used to formulate 
tests in simulation and in quality 
assurance systems that would also 
help formulate functional and tech-
nical requirements. 

Having an Open project seems a 
good idea. It would allow for rapid 
dissemination to all interested par-
ties and could make use of feed-
back from a larger body of users. Of 
critical importance is general 
agreement on the validity of results. 
Perhaps this point becomes clearer 
in the next paragraph. 

Extending such a project could lead 
to detailed answers to robot ethics 
issues. The project could play a 
central role toward developing in-
ternational technical standards; 
standard tests and benchmarks, 
working out how to measure per-

formance of systems in particular 
roles at particular levels of auton-
omy. A certain amount of technol-
ogy could also be developed in 
support of applying the standards, 
running the tests. It’s a safe bet that 
the first machines to pass tests 
won’t pass all the tests. The com-
plete ultimate humanoid soldier that 
properly handles all aspects of the 
Conventions is a ways off yet.  

The idea responds to those who 
suggest banning all autonomous 
machine capabilities as weapons, 
by suggesting technical support for 
an acceptable deployment strategy. 
Bring autonomy into a fight to the 
extent that it is well-tested and qual-
ity assured. Will autonomous robots 
be better than humans? Yes, robots 
designed to obey the rules will be 
better if testing standards require it. 
Those that aren’t, won’t be de-
ployed (by nations that accept the 
standards). Taking a systematic 
approach that integrates ethics 
directly into the R&D process would 
push development of better ethical 
performance. Ethics would become 
a systematic integral part of techni-
cal development, with results mea-
sured according to international 
standards. 

Let me take that one step further. 
Let’s say we do all this and the UN 
finds the standards and testing an 
acceptable way to determine 
whether autonomous machine tech-
nology can be used to support more 
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dangerous potential peace-keeping 
missions – or even peace-creating 
missions. Can machine autonomy 
help to create and maintain peace? 
It’s a thought that brings my own 
focus back to a question I’ve asked 
more than once. What do you want 
robots to do? 

                                                      
1 English translation available here: 
http://isr.nu/robots/SVT_Barcelona_EN.doc. 
2 available on the Internet: 
http://mensnewsdaily.com/2008/12/10/brains
torm-responds-to-robot-ethics-challenge. 
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